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Tóm�tắt:�Sự�bùng�nổ�của�trí�tuệ�nhân�tạo�(AI)�đang�tạo�nên�làn�sóng�thay�đổi�sâu�rộng�

trong�xã�hội�loài�người.�Một�số�mô�hình�AI�được�công�bố,�đặc�biệt�là�Chat�GPT�đã�có�thể�tạo�

ra�các�văn�bản�giống�con�người�thực�sự�và�giúp�con�người�viết�thư,�soạn�thảo�các�bài�luận�

và�vô�số�công�việc�(Rane�et�al.,�n.d.).�Chỉ�khoảng�2�năm�gần�đây,�ta�có�thể�thấy�từ�khoá�“AI”,�

“ChatGPT”�đã�trở�thành�từ�khoá�quen�thuộc�với�mọi�người�Việt�Nam.�Tuy�nhiên,�bên�cạnh�

việc�ứng�dụng�các�hệ�thống�mới�này�là�một�số�thách�thức�và�hạn�chế,�nhất�là�với�lĩnh�vực�đạo�

đức�(Kooli,�2023).�Một�trong�những�vấn�đề�đáng�lo�ngại�nhất�hiện�nay�chính�là�khả�năng�AI�

tạo�các�tài�liệu�tham�khảo�hoặc�tạo�các�dữ�liệu�sai�lệch�nhưng�rất�khó�bị�các�công�cụ�kiểm�

tra�đạo�văn�truyền�thống�phát�hiện.�Bài�viết�này�sẽ�nói�về�hiện�tượng�sử�dụng�AI�để�tạo�các�

tài�liệu�tham�khảo�sẽ�gây�ra�những�thách�thức�với�việc�duy�trì�liêm�chính�học�thuật�và�đề�xuất�

các�giải�pháp�để�giải�quyết�vấn�đề�này.�Các�giải�pháp�bao�gồm�việc�xây�dựng�chính�sách�rõ�

ràng�với�các�trường�hợp�sử�dụng�trí�tuệ�nhân�tạo,�tăng�cường�đào�tạo�nhận�thức�về�đạo�đức�

AI,�cải�thiện�các�biện�pháp�đánh�giá,�công�nghệ�nhận�dạng�AI.

Từ�khoá:�trí�tuệ�nhân�tạo�(AI),�chatGPT,�liêm�chính�học�thuật,�ngụy�tạo�tài�liệu�tham�khảo,�đạo�

văn,�gian�lận�học�thuật,�đạo�đức�AI,�thách�thức�giáo�dục

1�Khoa�Đào�tạo�Cơ�bản,�Trường�Đại�học�Mở�Hà�Nội

I.�Giới�thiệu

Trong� những� năm� gần�đây,�Trí� tuệ�

nhân�tạo�(AI)�đã�có�những�bước�phát�triển�

nhảy�vọt,�đặc�biệt�là�những�mô�hình�ngôn�

ngữ�lớn�(LLMs)�như�ChatGPT�(Dempere�

et�al.,�2023)�(Rahman�&�Watanobe,�2023).�

AI�hứa�hẹn�một�tiềm�năng�phát�triển�mạnh�

khi� bước� đầu� đã� có� thể� hỗ� trợ� cải� thiện�

năng�suất,�hỗ�trợ�sáng�tạo,�tối�ưu�hoá�quá�

trình� giảng� dạy� và� học� tập� (Rane� et� al.,�

n.d.).�Việc� sử� dụng� các� công� cụ�AI� như�

ChatGPT,� Gemini� vào� việc� dịch� tài� liệu�

học�thuật,�tìm�kiếm�thông�tin,�phân�tích�tài�

liệu,�tạo�bài�giảng�chiếm�tỷ�lệ�rất�cao,�lên�

tới�hơn�70%�(Khảo�sát�về�việc�sử�dụng�AI�

tại�ĐHQGHN�tháng�2/2025).�Có�thể�thấy,�
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sự� phát� triển�mạnh� của�AI� đã� trở� thành�

một�cuộc�cách�mạng�trong�việc�tiếp�cận�trí�

thức,�công�nghệ�nhưng�cũng�đặt�ra�những�

thách�thức�to�lớn�cho�liêm�chính�khoa�học.�

AI�càng�phổ�biến,�càng�dễ�dùng�thì�hiện�

tượng�sử�dụng�các�tài�liệu�tham�khảo�được�

AI�hỗ�trợ�trong�nghiên�cứu�khoa�học�cũng�

tăng�theo.�Bài�tham�luận�này�sẽ�phân�tích�

hiện� trạng,� nguyên� nhân� và� đề� xuất� các�

giải� pháp� nhằm� bảo� vệ� liêm� chính� khoa�

học�trước�thách�thức�mà�AI�mang�lại.

II.�Phương�pháp�nghiên�cứu

Để�hoàn�thành�bài�nghiên�cứu�này,�

chúng�tôi�sử�dụng�phương�pháp�tổng�quan�

tài� liệu� kết� hợp� với� phân� tích� định� tính.�

Đầu�tiên,�chúng�tôi�tiến�hành�rà�soát,�tổng�

hợp� và� phân� tích� các� nguồn� tài� liệu� đa�

dạng�trong�và�ngoài�nước.�Các�nguồn�này�

bao� gồm� các� bài� báo� khoa� học� đã� được�

bình�duyệt�từ�những�cơ�sở�dữ�liệu�uy�tín�

như�Scopus,�Web�of� Science,�và�Google�

Scholar,�các�quy�định�về� liêm�chính�học�

thuật�do�các�trường�đại�học,�tổ�chức�khoa�

học�ban�hành,�cùng�với�các�bài�viết,�báo�

cáo� từ�những�tạp�chí�khoa�học�hàng�đầu�

như�Nature�và�Science,�các�nguồn�dữ�liệu�

trong� nước� như�CSDL�của�Bộ�GD&ĐT,�

Quỹ�Nafosted�được�sử�dụng�để�truy�xuất�

những� công� trình� liên� quan.� Các� nghiên�

cứu� tập� trung� vào� những� vấn� đề:� hiện�

tượng� “AI� hallucination”� và� “fabricated�

references”� trong� sản� phẩm� học� thuật,�

các�khảo�sát�về�gian�lận�học�thuật�và�liêm�

chính�nghiên�cứu�cả� trong�nước�và�quốc�

tế,�chính�sách�và�quy�định�về�sử�dụng�AI�

trong� nghiên� cứu� ở� bối� cảnh� quốc� tế� và�

Việt�Nam.

Quá�trình�này�giúp�xác�định�các�khái�

niệm� cốt� lõi,� thực� trạng� và� những� thách�

thức�chính�liên�quan�đến�việc�sử�dụng�AI�

trong�nghiên�cứu�khoa�học.�Chúng�tôi�lựa�

chọn� các� trường� hợp� điển� hình� đã� được�

công�bố�công�khai,�trong�đó�bài�báo�khoa�

học�hoặc�báo�cáo�nghiên�cứu�bị�thu�hồi�do�

phát�hiện�tài�liệu�tham�khảo�hoặc�dữ�liệu�

ngụy�tạo�bởi�AI.�Các�trường�hợp�này�được�

phân�tích�nhằm�rút�ra�đặc�điểm�chung�về�

cách�AI�tạo�ra�trích�dẫn�sai�lệch�hoặc�tài�

liệu�không�tồn�tại,�lỗ�hổng�trong�quá�trình�

phản� biện� và� kiểm� duyệt,� bài� học� kinh�

nghiệm�trong�việc�phát�hiện�và�xử�lý.

III.�Thực�trạng�về�các�tài� liệu�do�

AI�hỗ�trợ

Sự� ra� đời� của� các� công� cụ� trí� tuệ�

nhân�tạo�làm�gia�tăng�những�mối�lo�ngại�

về� sự� không� trung� thực� trong� học� thuật,�

trong�nghiên�cứu�khi�các�tác�giả�sử�dụng�

các�bài�viết�do�AI�tạo�ra�hoặc�dựa�trên�các�

tài�liệu�tham�khảo�do�AI�hỗ�trợ.�Hiện�nay,�

số�lượng�các�bài�nghiên�cứu�bị�thu�hồi�vì�

sử�dụng�dữ� liệu�ảo,�dữ�liệu�do�AI�hỗ�trợ�

đang� tăng� vọt� trên� thế� giới.�Một� nghiên�

cứu�tại�Hà�Lan�cho�thấy�8%�các�nhà�khoa�

học�tại�đây�thừa�nhận�có�gian�lận�nghiên�

cứu�(Gopalakrishna�et�al.,�2022)�tỷ�lệ�này�

đã� tăng�gấp�đôi�so�với�năm� trước.�Thậm�

chí,� trong�một�nghiên�cứu,�họ�đã�tạo�288�

bài�viết�học� thuật�được�AI� tạo� ra�có�đầy�

đủ�các�thành�tố�học�thuật�tiêu�chuẩn,�mô�

tả�toàn�diện�về�dữ�liệu,�phương�pháp,�thảo�

luận�chi�tiết�về�kết�quả,�kết�luận�để�chứng�

minh�về�khả�năng�của�AI�(Novy-Marx�&�

Velikov,�2025).�Tuy�đây�chỉ�là�một�ví�dụ�

nhưng� chúng� ta� cũng� có� thể� thấy� được�

nguy�cơ�hiện�hữu�việc� sử�dụng�AI�trong�

nghiên� cứu� rất�dễ� tạo� ra� các� kết�quả�giả�

mạo,�sửa�đổi�dữ�liệu�thử�nghiệm�hoặc�các�

mục�đích�xấu�khác.�

Sự� phát� triển� nhanh� chóng� của�AI�

đã�mang� lại�cả�cơ�hội�và� thách�thức�cho�
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liêm� chính� học� thuật� tại�Việt� Nam.� Các�

công�cụ�AI�được�ứng�dụng�để�hỗ�trợ�nhiều�

khía�cạnh�trong�nghiên�cứu�khoa�học,�từ�

việc�đưa�ra�ý�tưởng,�thu�thập�và�phân�tích�

dữ�liệu,�đến�xác�minh�kết�quả�và�dự�đoán�

phản�hồi�của�người�xem�xét.�ChatGPT-4,�

với�khả�năng� viết,� tạo�đồ� họa,�phân� tích�

dữ�liệu�và�truy�cập�internet,�đóng�vai�trò�

quan� trọng� trong� việc� tăng� cường� quy�

trình� nghiên� cứu� hàng� ngày.� Việc� lạm�

dụng�AI� tại� Việt� Nam� đã� đặt� ra� những�

lo�ngại�nghiêm� trọng�về�đạo�văn,�các�tài�

liệu� tham�khảo�giả�mạo� hoặc�bị� sai� lệch�

do�AI�tạo�ra.�Hiện�nay,�một�số�trường�Đại�

học,� Viện� Nghiên� cứu� cũng� đã� bắt� đầu�

đưa�vấn�đề�đạo�đức,�tính�xác�thực�của�dữ�

liệu�do�AI�tạo�ra�vào�thảo�luận�cũng�như�

ban�hành�một�số�quy�định�công�khai�tỷ�lệ�

AI� sử� dụng� trong� bài� viết� (Vu�&�Thành�

Long,�2021).�Quỹ�Nafosted�đã�ban�hành�

quy�định�về�liêm�chính�nghiên�cứu,�nhấn�

mạnh�trách�nhiệm�của�các�bên�trong�đảm�

bảo� tính� trung� thực�và�minh�bạch� -�mặc�

dù�chưa�đề�cập�sâu�đến�AI�(NAFOSTED,�

2022).�Hay�Đại�học�Khoa�học�xã�hội�và�

nhân�văn�-�ĐH�Quốc�gia�tpHCM�cũng�có�

ban�hành�quy�định�về�liêm�chính�học�thuật�

bắt�đầu�có�hiệu�lực�từ�15/01/2025�trong�đó�

có�Yêu�cầu�minh�bạch�mức�độ�sử�dụng�AI,�

công�khai�phần�trăm�nội�dung�do�AI�phụ�

trợ,�đảm�bảo�người�dùng�chịu�trách�nhiệm�

về�dữ�liệu�và�trích�dẫn�từ�AI�(Trường�ĐH�

KHXH&NV,� 2025).� Về� phía� Nhà� nước,�

Luật� Khoa� học,� Công� nghệ� và� Đổi�mới�

sáng�tạo�cũng�chưa�bổ�sung�thêm�các�quy�

định�hay�nội�dung�về� trí� tuệ�nhân� tạo�và�

đang�ở�mức�dự�thảo.�Có�thể�thấy�các�giải�

pháp�này�chưa�có�tính�đồng�bộ,�chỉ�mang�

tính�nội�bộ�các�đơn�vị,�thiếu�các�hành�lang�

pháp�lý�rõ�ràng,�tổng�thế,�chưa�có�các�tiêu�

chí�đánh�giá�và�kiểm�định�cụ�thể.�

IV.� Thách� thức� từ� tài� liệu� tham�

khảo�do�AI�hỗ�trợ

Tài�liệu�tham�khảo�do�AI�tạo�ra�(AI-

generated� references)� là�các� trích�dẫn�do�

trí�tuệ�nhân�tạo�tự�sinh�ra�dựa�trên�cú�pháp�

và�ngữ�cảnh�giống�thật.�Các�tài�liệu�này�có�

thể�chính�xác,�cũng�có�thể�không� tồn�tại�

hoặc�bị�gán� sai�nguồn�dẫn� tới�nhầm�lẫn,�

sai� lệch� hay�còn� gọi� là� nguỵ� tạo� tài� liệu�

tham�khảo�cho�các�lập�luận�học�thuật.�

Một� trong� những� vấn� đề� lớn� nhất�

mà�các�công�cụ�AI�tác�động�tới�liêm�chính�

khoa� học� chính� là� hiện� tượng� “Ảo� giác�

AI� -�AI� hallucinations”� (York� College� of�

Pennsylvania,�2025)�(Princeton�University,�

2025).�Đây�là�hiện�tượng�dùng�AI�tạo�ra�văn�

bản�mạch�lạc�và�trôi�chảy�nhưng�khi�không�

có�đủ�tham�chiếu�hoặc�giới�hạn�rõ�ràng,�AI�

có�thể�tạo�ra�các�kết�nối�không�tồn�tại�hoặc�

thông�tin�sai�lệch�để�duy�trì�tính�nhất�quán�

của�văn�bản.�Hiện�tượng�này�thường�do�các�

mô�hình�ngôn�ngữ�lớn�LLMs�dựa�trên�mô�

hình�Transformer�để�dự�đoán�từ� tiếp�theo�

trong�một�chuỗi�(next-token�prediction).�Do�

đó,�các�trích�dẫn�được�tạo�ra�xem�qua�thì�rất�

hợp�lý�nhưng�lại�không�có�thật�do�bản�chất�

nó�không�phải�là�kết�quả�của�tìm�kiếm�tuyệt�

đối�mà�là�do�AI�“điền�vào�chỗ�trống”�những�

thông� tin� có� xác� suất�xuất�hiện�cao� nhất.�

Ví�dụ:�“Nguyen�&�Le�(2022),�Journal�of�

AI�Ethics”,�viết�đúng�chuẩn�nhưng�khi�tra�

cứu�thì�thấy�bài�nghiên�cứu�này�không�tồn�

tại.�Thậm�chí,�trên�một�nghiên�cứu�mới�đây�

về�lập�trình�máy�tính,�nhóm�nghiên�cứu�đã�

phát�hiện�ra�52%�câu�trả�lời�của�AI�với�các�

câu�hỏi�về� lập�trình�có�chứa�lỗi�(Kabir� et�

al.,�2024).�Có� thể�thấy,�AI�không� thực�sự�

hiểu� thông� tin�mà�chỉ� tái� tạo� lại� dựa� vào�

các�mẫu�đã�học�được�trong�quá�trình�huấn�

luyện�(training).�Việc�đào�tạo�chatbot�bằng�

dữ�liệu�khổng�lồ�từ�internet�không�còn�đủ�
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để�cải�thiện�chất�lượng.�OpenAI,�Google�và�

nhiều�hãng�khác�giờ�chuyển�sang�mô�hình�

huấn� luyện� bằng� reinforcement� learning,�

tức� để�AI� “thử� sai”� rồi� học� từ� phản� hồi.�

Phương� pháp� này� cải� thiện� rõ� ở� các� bài�

toán�logic,�nhưng�lại�không�giúp�ích�mấy�

trong� việc� kiểm� soát� tính� xác� thực� thông�

tin.�Ngoài�ra,�ảo�giác�còn�có�thể�xuất�phát�

từ�những�yếu�tố�như�Mô�hình�AI�quá�tự�tin,�

các�chương�trình�xử�lý�ngôn�ngữ�tự�nhiên�

NLP� quá� phức� tạp,� quá� trình� giải�mã/mã�

hoá�của�AI�có�lỗi,�….Những�kết�quả�như�

vậy�kết�hợp�với�sự�chủ�quan�và�phụ�thuộc�

quá� mức� vào�AI� dẫn� tới� việc� lan� truyền�

những� thông� tin� sai� lệch,� hiểu� nhầm� các�

kết�quả�của�các�nghiên�cứu�và�đưa�ra�các�

kết� luận� không� chính� xác.� Bên� cạnh� đó,�

các�mô�hình�AI�như�ChatGPT�còn�có� thể�

tạo�ra�các�tài�liệu�tham�khảo�chứa�thông�tin�

sai�lệch,�lỗi�thời�được�gọi�là�“confabulated�

references”�hoặc�«bịa�đặt�tham�chiếu/thông�

tin�thư�mục»�-�fabrication�and�errors�in�the�

bibliographic�citations�làm�bài�viết�mất�đi�

tính�chính�xác�(Stokel-Walker,�2023).�Theo�

một� thí� nghiệm,� nhóm� tác� giả� đã� tạo� các�

bài�đánh�giá�tài�liệu�ngắn�về�42�chủ�đề�đa�

ngành,�biên�soạn�dữ�liệu�về�636�trích�dẫn�

tài�liệu�tham�khảo�có�trong�84�bài�báo�bằng�

ChatGPT�3.5�và�ChatGPT4.�Kết�quả�là�với�

55%� trích�dẫn�ChatGPT�3.5� là�bịa�đặt,� tỷ�

lệ�này�giảm�xuống�còn�18%�ở�Chat�GPT�

4�nhưng�có�24%�trích�dẫn�bằng�Chat�GPT�

4� có� lỗi� trích� dẫn� quan� trọng(Walters� &�

Wilder,�2023).�Hai�nghiên�cứu�năm�2023�

với�ChatGPT�3.5�chỉ�ra�rằng�87%�các�trích�

dẫn�là�các�bài�báo�có�thật�nhưng�lại�chứa�ít�

nhất�1�trong�7�lỗi�như�sai�số�PubMedID,�tên�

tác�giả,�tiêu�đề�bài�viết,�ngày�xuất�bản,�tên�

tạp�chí,�số�tập�hoặc�số�trang�(Bhattacharyya�

et�al.,�2023)�và� (Day,�2023)�cũng�cho�kết�

quả�tương�tự.�Mặc�dù�hiện�nay�các�công�cụ�

AI� liên� tục� nâng� cấp,� nhưng�những�nguy�

cơ�này�vẫn�có�thể�xảy�ra.�Điều�này�có�thể�

do�lượng�dữ�liệu�văn�bản�rất�lớn�từ�nhiều�

nguồn�tham�khảo�khác�nhau�và� sự�không�

nhất�quán�hoặc�có�sai�lệch�trong�dữ�liệu�gốc�

đã�khiến�ChatGPT�gặp�khó�khăn�trong�việc�

phân�biệt�các�thông�tin�của�các�tài�liệu�tham�

khảo� “có� thật”� như� ngày� đăng� bản� nháp,�

ngày�đăng�bản�hoàn�chỉnh�và�ngày�xuất�bản�

chính�thức�(Sanchez-Ramos�et�al.,�2023).�

Bên�cạnh�đó,�các�công�cụ�phát�hiện�

AI�và�phát�hiện�đạo�văn�cũng�gặp� thách�

thức�rất�lớn.�Với�các�công�cụ�kiểm�tra�đạo�

văn�truyền�thống�như�Plagiarism�Detector�

(trang�web�miễn�phí)và�iThenticate(công�

cụ�chuyên�nghiệp�trả�phí)�khi�đánh�giá�50�

bản� tóm� tắt�từ�các� tạp�chí� lớn�và�50�bản�

tóm�tắt�do�ChatGPT�tạo�ra�thì�kết�quả�nhận�

được�là�các�tóm�tắt�do�AI�tạo�ra�có�điểm�

đạo�văn�thấp�hơn�đáng�kể.�Với�Plagiarism�

Detector,�tỷ�lệ�phần�trăm�văn�bản�bị�trùng�

hoặc�“bị�nghi�đạo�văn”�là�62,5%�với�các�

bản� gốc,� 0%� so� với� bản� do�AI� tạo.�Với�

iThenticate,�các�bản�gốc�có�chỉ�số�là�100�

so�với�các�bản�tóm�tắt�do�AI�tạo�nhận�được�

điểm�là�27.�Cũng�với�dữ�liệu�test�này,�để�

các� đánh� giá� viên� thực� hiện� “đánh� giá�

mù”,�tỷ�lệ�nhận�ra�văn�bản�AI�tạo�là�68%�

và�tỷ�lệ�nhận�ra�văn�bản�gốc�là�86%�nhưng�

các�đánh�giá�viên�lại�xác�định�sai�tới�32%�

các�văn�bản�do�AI�tạo�ra�là�văn�bản�thật�và�

nhầm�14%�các�bản�gốc�là�do�AI�tạo�(Gao�

et�al.,�2023).�Một�số�nghiên�cứu�khác�về�

các�công�cụ�khác�như�Turnitin�cũng�cho�

thấy�kết�quả�không�chính�xác,�có�sai�lệch�

(Spennemann�et�al.,�2023).

V.�Các�giải�pháp�đề�xuất

Để�giải�quyết�vấn�đề�sử�dụng�các�tài�

liệu�tham�khảo�tạo�bởi�AI�nói�riêng�và�các�

hành�vi�vi�phạm�liêm�chính�khoa�học�trong�

thời�đại�trí�tuệ�nhân�tạo�nói�chung,�cần�một�
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cách�tiếp�cận�kết�hợp�đồng�bộ�giữa�công�

nghệ,� chính� sách� và� giáo� dục.� Đầu� tiên,�

quan� trọng� nhất� đó� là� hoàn� thiện� chính�

sách�và�quy�định.�Trên�bình�diện�quốc�tế,�

nhiều�tổ�chức�đã�ban�hành�các�chính�sách�

khai�báo�bắt�buộc�khi�sử�dụng�AI.�Ví�dụ�

như�Science�Journals�và�Springer�Nature,�

đã�yêu�cầu�tác�giả�phải�khai�báo�vai�trò�của�

AI� trong� phần� phương� pháp� nghiên� cứu�

hoặc�cảm�ơn,�nhưng�không�được�coi�AI�là�

đồng�tác�giả�(Thorp,�2023)(Chris�Stokel-

Walker,�2023)(Springer�Nature,�2023).�Tại�

Việt�Nam,�Bộ�Khoa� học�Công� nghệ�cần�

nhanh�chóng�hoàn�thiện�và�công�bố�Luật�

Khoa� học,� Công� nghệ� và� Đổi�mới� sáng�

tạo,� trong�đó�bổ� sung� thêm�những�chính�

sách,�quy�định,�cơ�chế�xử�lý�nghiêm�minh�

đối�với� các�trường�hợp� sử�dụng�AI.�Đây�

chính�là�xương�sống,�là�bộ�quy�tắc�chung�

cho� các�cơ�sở�nghiên�cứu�khoa�học,� các�

trường�đại�học,�các�nhà�nghiên�cứu�có�thể�

lấy�làm�căn�cứ.�Bên�cạnh�đó,�các�nhà�xuất�

bản,� các�cơ� sở�khoa�học,�các�trường�học�

cần�hợp� tác�để�phát�triển�các�hướng�dẫn�

nhất�quán,�chi�tiết�hơn�cho�việc�sử�dụng�và�

khai�thác�và�công�bố�về�mức�độ�áp�dụng�

AI� trong� bài� nghiên� cứu.�Tiếp� theo,� vấn�

đề�nâng�cấp�hạ�tầng�công�nghệ�cũng�cần�

được�quan�tâm.�Việc�cải�thiện�hạ�tầng�tính�

toán,�nâng�cấp�phần�mềm�như�hỗ�trợ�các�

tài�khoản�AI�trả�phí�và�tích�hợp�AI�vào�các�

hệ�thống�quản�lý�học�tập�LMS,�hệ�thống�

cơ�sở�dữ�liệu�về�nghiên�cứu�khoa�học�sẽ�

giúp�việc�phân�tích�dữ�liệu�học�tập,�nghiên�

cứu,�kiểm�tra�đạo�văn�được�nâng�cao,�kết�

quả�kiểm�tra�đạo�văn�sẽ�chính�xác�hơn.

Thứ�ba,�xác�minh�nghiêm�ngặt�các�

kết�quả�do�AI�tạo�ra.�Các�nhà�nghiên�cứu�

phải�áp�dụng� tư�duy�phê�phán,�phải� coi�

toàn� bộ� các� sản� phẩm� đầu� ra� của�AI� là�

bản�nháp�sơ�bộ,�vẫn�cần�được�con�người�

xác�minh�nghiêm�ngặt�về�tính�chính�xác,�

đặt�biệt�là�tài�liệu�tham�khảo�và�các�trích�

dẫn.�Để�đảm�bảo� tính�chính�xác,�chúng�

ta�cần�kiểm�tra�chéo�tỉ�mỉ�mọi�trích�dẫn�

do�AI� tạo� ra� với� các� cơ� sở� dữ� liệu� học�

thuật� đáng� tin� cậy� như� Scopus,�Web� of�

Science,�Google�Scholar,…�Bên�cạnh�đó,�

giáo� dục� toàn� diện� nhằm� trang� bị� kiến�

thức�cho�mọi�người�về�các�lợi�ích,�rủi�ro�

và�các�vấn�đề�đạo�đức�của�việc�sử�dụng�

AI�trong�nghiên�cứu�học�thuật.�Việc�giáo�

dục�này�phải�bao�gồm�đào�tạo�cách�trích�

dẫn�bằng�AI�đúng�cách,�hiểu�biết�về�cách�

các�mô�hình�AI�hoạt�động�để�nhận�biết�

các� hạn� chế� của� AI� để� luôn� cẩn� trọng�

trước�các�nội�dung�do�AI�tạo�ra,�cung�cấp�

hướng�dẫn�rõ�ràng,�dễ�tiếp�cận�và�đào�tạo�

toàn�diện�cho�các�tác�giả,�người�đánh�giá�

đồng�cấp�và�biên�tập�viên�về�việc�sử�dụng�

AI�có�đạo�đức,�các�hạn�chế�của�công�cụ�

phát�hiện�và� tầm�quan�trọng�tối�cao�của�

sự�giám�sát�của�con�người.

VI.�Kết�luận

Trí�tuệ�nhân�tạo�mang�lại�cả�cơ�hội�

và� thách� thức� to� lớn� đối� với� liêm� chính�

khoa� học.� Hiện� tượng� nguỵ� tạo� tài� liệu�

tham�khảo�là�một�minh�chứng�rõ�ràng�cho�

những� rủi� ro�tiềm�ẩn�khi� lạm�dụng�công�

nghệ.�Tuy�nhiên,�tại�Việt�Nam,�bằng�cách�

sử�dụng�các�nguyên�tắc�đạo�đức,�xây�dựng�

chính�sách�rõ�ràng,�tăng�cường�việc�giáo�

dục�và�liên�tục�đổi�mới�phương�pháp�giảng�

dạy� cũng� như� đánh� giá,� chúng� ta� có� thể�

tận�dụng�những�lợi�ích�của�AI�để�thúc�đẩy�

nghiên�cứu�khoa�học�mà�vẫn�đảm�bảo�sự�

liêm�chính,�tin�cậy�của�tri�thức.�AI�không�

phải� là� “kẻ� thù”�của�khoa�học�mà�nó�có�

thể�trở�thành�“cánh�tay�đắc�lực”�cho�mọi�

người� nếu� được� sử� dụng�minh� bạch,� có�

trách�nhiệm�và�tuân�thủ�các�quy�tắc�liêm�

chính.�Ở�đất�nước�nào,�mục�tiêu�giáo�dục�

cũng� là� hình� thành� nên� những� công� dân�

có�khả�năng�tư�duy�độc�lập,�trung�thực�và�

sáng� tạo.�Trong� kỷ�nguyên�AI,�mục� tiêu�

đó�vẫn�đúng,�chỉ�có�cách�thực�hiện�là�cần�

phải�thích�ứng�và�đổi�mới.
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AI-GENERATED�REFERENCES:�THE�CHALLENGE�
OF�VERIFICATION�AND�ENSURING�INTEGRITY�IN�

SCIENTIFIC�RESEARCH�IN�VIETNAM

Tran�Trieu�Hai�,�Le�Thi�Ngoc�Tram�,�Le�Thi�Thu�Van�,�Le�Huu�Nam�

Abstract:�The�rapid�rise�of�arti�cial�intelligence�(AI)�is�creating�a�profound�wave�of�
transformation�across�human�society.�Several�AI�models�have�been�released—most�notably�
ChatGPT—which�are�now�capable�of�generating�human-like�texts�and�assisting�people�in�
writing�letters,�composing�essays,�and�performing�countless�other�tasks�(Rane�et�al.,�n.d.).�In�
just�the�past�two�years,�keywords�such�as�“AI”�and�“ChatGPT”�have�become�familiar�terms�
to�nearly�every�Vietnamese�person.�However,�alongside�the�adoption�of� these�new�systems�
are�a�number�of�challenges�and�limitations,�especially�in�the�domain�of�ethics�(Kooli,�2023).�
One�of�the�most�concerning�issues�today�is�AI’s�ability�to�generate�fabricated�references�or�
inaccurate�data�that�traditional�plagiarism�detection�tools�struggle�to�identify.�This�article�
will�explore�the�phenomenon�of�using�AI�to�generate�references�and�how�it�presents�serious�
challenges�to�maintaining�academic�integrity.�It�will�also�propose�a�set�of�solutions�to�address�
this� issue.� These� include� establishing� clear� policies� for� the� use� of� arti�cial� intelligence,�
strengthening� awareness� and� training� on� AI� ethics,� improving� assessment� practices,� and�
adopting�advanced�AI�detection�technologies.

Keywords:� arti�cial� Intelligence� (AI),� ChatGPT,� academic� integrity,� fabricated� references,�
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