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Tóm�tắt:�AI�đang�tạo�ra�cuộc�cách�mạng�trong�nghiên�cứu�khoa�học,�mang�lại�cả�cơ�

hội�và�thách�thức.�AI�nâng�cao�hiệu�quả�nghiên�cứu,�cải�thiện�chất�lượng�phân�tích�dữ�liệu�

và�mở�rộng�khả�năng�tiếp�cận�thông�tin.�Tuy�nhiên,�những�vấn�đề�liên�quan�đến�đạo�đức,�

tính�minh�bạch,�quyền�sở�hữu�trí�tuệ�và�rủi�ro�liên�quan�đến�công�nghệ�cần�phải�được�quản�

lý�nghiêm�ngặt.�Nghiên�cứu�này�phân�tích�việc�sử�dụng�trí�tuệ�nhân�tạo�(AI)�có�trách�nhiệm�

trong�nghiên�cứu�và�công�bố�khoa�học,�tập�trung�vào�sự�phát�triển�từ�ChatGPT�đến�các�công�

cụ�AI�thế�hệ�mới.�Thông�qua�phân�tích�mô�hình�của�EU,�Mỹ�và�một�số�quốc�gia�ASEAN�và�

đánh�giá�tình�hình�này�ở�Việt�Nam,�bài�viết�rút�ra�bài�học�kinh�nghiệm�cho�Việt�Nam�trong�

bối�cảnh�hội�nhập�và�chuyển�đổi�số.

Từ�khóa:�trí�tuệ�nhân�tạo�có�trách�nhiệm,�toàn�vẹn�nghiên�cứu,�xuất�bản�học�thuật,�khung�quản�

trị;�mô�hình�ngôn�ngữ�lớn

1�Trường�Đại�học�Hoa�Sen�
2�Trường�Đại�học�Mở�Hà�Nội
3�Trường�Đại�học�Văn�Hiến�2

I.�Đặt�vấn�đề�

Sự� xuất� hiện� của� ChatGPT�

(11/2022)�đánh�dấu�một�bước� tiến�quan�

trọng� trong�việc�áp�dụng�AI�vào�nghiên�

cứu�khoa�học.�ChatGPT�không�chỉ�giúp�

viết�mà�còn�là�một�trợ�lý�nghiên�cứu�đa�

dụng,� làm� thay� đổi� cách� thức� tạo� ra� tri�

thức� khoa� học� (Trương,� 2023).� Trong�

khoảng�thời�gian�ngắn,�hệ�sinh�thái�AI�đã�

phát�triển�mạnh�mẽ�với�sự�ra�đời�của�các�

công�cụ�chuyên�biệt�như�Claude,�Gemini�

và�các�ứng�dụng�AI� theo� từng� lĩnh�vực.�

Tại� Việt� Nam,� việc� tiếp� nhận�AI� trong�

nghiên� cứu� diễn� ra� nhanh� chóng� nhưng�

yêu�cầu�nâng�cao�nhận�thức,�kỹ�năng�và�

trách�nhiệm.�Đây�là�thời�kỳ�chuyển�giao�

quan�trọng,�yêu�cầu�sự�chuẩn�bị�cẩn�thận�

từ� cộng� đồng� khoa� học� trong� nước.� Sự�

tiến�bộ�nhanh�chóng�của�AI�tạo�ra�nhiều�

vấn� đề� liên� quan� đến� đạo� đức� và� quản�
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lý.�Khoảng�cách�giữa�sự�phát�triển�công�

nghệ�và�khả�năng�kiểm�soát�đạo�đức�ngày�

càng�nới� rộng,� tạo� ra� “vùng�xám”�nguy�

hiểm�trong�nghiên�cứu.�

Sự� tiến� bộ� của� AI� trong� lĩnh� vực�

nghiên�cứu�khoa�học�gây�ra�nhiều�vấn�đề�

khẩn�cấp�về�đạo�đức,�tính�trung�thực�học�

thuật� và� công� bằng� trong� việc� tiếp� cận,�

đòi�hỏi�nghiên�cứu�thấu�đáo�và�giải�pháp�

kịp�thời.�Những�vấn�đề�đã�nêu�cần�được�

nghiên�cứu�kỹ�lưỡng�và�có�biện�pháp�quản�

lý�phù�hợp�để�đảm�bảo�việc� sử�dụng�AI�

một�cách�có�trách�nhiệm.

II.�Cơ�sở�lý�thuyết

Khung� lý� thuyết� về� AI� có� trách�

nhiệm� trong� nghiên� cứu� khoa� học� được�

xây�dựng�trên�ba�lớp�bổ�trợ�cho�nhau.

(1)�Lớp�chuẩn�tắc�-�Nguyên�tắc�đạo�

đức� quốc� tế.� UNESCO� (2021),� OECD�

(2019)� và� nhiều� tổ� chức� quốc� tế� nhấn�

mạnh�bốn�nguyên�tắc�cốt�lõi:�minh�bạch�

(mọi� ứng� dụng�AI� cần� được� giải� thích,�

công�khai�vai�trò�trong�nghiên�cứu),�công�

bằng� (giảm� thiểu� thiên� lệch� dữ� liệu� và�

thuật�toán),� trách�nhiệm�(con�người�chịu�

trách� nhiệm� cuối� cùng� về� kết� quả),� và�

bảo� vệ� quyền� riêng� tư� dữ� liệu� (Martius�

et�al.,�2025;�Voss,�2016).�Đây�là�nền�tảng�

khái� niệm� để� xác� định� nhóm� từ� khóa�

liên� quan� đến� “responsibility”,� “ethics”,�

“transparency”,�“bias”,�“privacy”.

(2)�Lớp�quản�trị�pháp�lý�-�Hệ�thống�

luật�và�chính�sách.�Các�khu�vực�và�quốc�gia�

lớn�đã�ban�hành�khung�quản�trị:�EU�AI�Act�

(2024)�phân�loại�rủi�ro;�Mỹ�với�Executive�

Order� on�AI� tập� trung� đổi� mới� có� trách�

nhiệm;� Trung� Quốc� với� AI� Regulations�

(2023);� OECD� và� UN� nhấn� mạnh� hợp�

tác� quốc� tế� và� phát� triển� bền� vững� (van�

Kolfschooten� &� van� Oirschot,� 2024).�

Các�khung�này�định�hình�từ�khóa�và�tiêu�

chí�mã�hóa� liên�quan� đến�“governance”,�

“risk� classi�cation”,� “compliance”,�

“international�cooperation”.

(3)�Lớp�thực�hành�học�thuật�-�Chuẩn�

mực�trong�nghiên�cứu.�Bozkurt�(2024)�yêu�

cầu�công�bố� rõ�việc�sử�dụng�AI,�cấm�AI�

đứng�tên�tác�giả,�và�giữ�trách�nhiệm�của�

con�người�về�độ�chính�xác.�Pulari�&�Jacob�

(2025)�bổ�sung:�chỉ�rõ�phần�nội�dung�do�

AI�tạo�ra,�kiểm�chứng�nguồn,�không�dùng�

AI� trong� phản� biện� đồng� cấp,� và� đảm�

bảo�bảo�mật�dữ�liệu.�Đây�là�cơ�sở�để�xây�

dựng� mã� hóa� theo� nhóm� “authorship”,�

“veri�cation”,� “peer� review”,� “data�

protection”.

Một�khung�lý�thuyết� tích�hợp�-�kết�

hợp�nguyên� tắc�đạo�đức,�khung�pháp�lý,�

và�chuẩn�mực�học� thuật� -� sẽ� là�nền�tảng�

cho�systematic�review.�Nó�giúp�xác�định�

từ�khóa� tìm�kiếm,�cách�thức�sàng�lọc�dữ�

liệu,�và� xây�dựng� hệ� thống�mã� hóa�chặt�

chẽ,�qua�đó�tăng�tính�nhất�quán�và�thuyết�

phục�của�nghiên�cứu.

III.�Phương�pháp�nghiên�cứu

3.1.�Thiết�kế�nghiên�cứu

Nghiên� cứu� áp� dụng� phương� pháp�

tổng�hợp�hệ�thống�kết�hợp�phân�tích�nội�

dung�nhằm�tổng�hợp,�đánh�giá�và�so�sánh�

các� bằng�chứng� liên�quan�đến�ứng�dụng�

và�quản�trị�AI�trong�nghiên�cứu�khoa�học.�

Quy� trình� được� thiết� kế� theo� mô� hình�

PRISMA,� gồm� các� bước:� xác� định� câu�

hỏi,� thiết�lập�tiêu�chí�tìm�kiếm,�thu�thập,�

sàng� lọc,� trích�xuất�dữ� liệu,�tổng�hợp�và�

báo�cáo�kết�quả�(Yu�&�Cooper,�1983).

3.2.�Thu�thập�dữ�liệu

Dữ�liệu�nghiên�cứu�được�thu�thập�từ�

năm�nhóm�nguồn�chính�nhằm�đảm�bảo�độ�
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bao� quát� và� tính�hệ� thống.�Thứ� nhất,�cơ�

sở�dữ�liệu�học�thuật�gồm�Web�of�Science,�

Scopus,�Google�Scholar,�PubMed�và�IEEE�

Xplore,� cung�cấp�các�bài�báo�bình�duyệt�

và�công�trình�hội�nghị�có�độ�tin�cậy�cao.�

Thứ�hai,�báo� cáo�của�UNESCO,�OECD,�

UN,�World�Bank�và�các�viện�nghiên�cứu�

quốc�gia,�khu�vực�bổ�sung�góc�nhìn�chính�

sách� và� chiến� lược.� Thứ� ba,� chính� sách�

và�hướng�dẫn�từ�những�tạp�chí�uy�tín�như�

Nature,� Science,� Cell,� Lancet� phản� ánh�

chuẩn�mực�học� thuật� trong�việc�sử�dụng�

AI.�Thứ�tư,�khảo�sát�và�nghiên�cứu� thực�

nghiệm� quy� mô� lớn,� tiêu� biểu� như�Van�

der� Elst� (2025)� với� hơn� 5.000� nhà� khoa�

học,�AI�Index�2023�của�Maslej�et�al.,�tổng�

thuật�của�Thaariq�et�al.�(2025),�và�khảo�sát�

khu�vực�châu�Á-Thái�Bình�Dương� trong�

y�khoa� của�Goh�et� al.� (2024).�Thứ�năm,�

tài�liệu�xám�bao�gồm�khuyến�nghị,�chính�

sách� chính� thức,� báo�cáo�NXB,�hội� thảo�

có�phản�biện�và�preprint�có�phương�pháp�

rõ�ràng,�phạm�vi�trải�rộng�từ�quốc�tế,�khu�

vực�đến�Việt�Nam,�loại�trừ�blog�cá�nhân.

3.3.�Phân�tích�dữ�liệu

Phân�tích�nội�dung�theo�Krippendor��

(2023),�gồm:�(i)�mã�hóa�mở�(127�mã�ban�

đầu);� (ii)� mã� hóa� trục� (15� chủ� đề� lớn,�

gồm:� lợi� ích�AI� 25%,� rủi� ro� 30%,� chính�

sách�20%,�thực�tiễn�tốt�15%,�khuyến�nghị�

10%);� (iii)� mã� hóa� chọn� lọc� xác� định� 5�

chủ�đề�cốt�lõi�bao�gồm:�(1)�Quản�trị�&�đạo�

đức�AI�trong�học�thuật�(minh�bạch,�trách�

nhiệm,�quyền� riêng�tư,�phân�loại� rủi�ro);�

(2)�Mức�độ�ứng� dụng�&� tác�động�(năng�

suất,�chất�lượng,�chi�phí,�tiếp�cận);�(3)�Rủi�

ro�&�tính�toàn�vẹn�khoa�học�(ảo�giác,�đạo�

văn�2.0,�authorship,�thiên�lệch);�(4)�Năng�

lực-hạ�tầng�&�công�cụ�(năng�lực�số,�công�

cụ�theo�chức�năng,�ngôn�ngữ);�(5)�Chính�

sách�&�mô�hình�triển�khai�(EU/US/China/

ASEAN�→�bài�học�cho�Việt�Nam)�và�ánh�

xạ�trực�tiếp�với�mô�hình�khái�niệm�ở�phần�

cơ�sở�lý�thuyết.�Mỗi�chủ�đề�được�gắn�với�

cụm�mã:�lợi�ích,�rủi�ro,�cơ�chế�kiểm�soát,�

điều�kiện�bối�cảnh.�So�sánh�thực�hiện�ở�ba�

cấp:�giữa�quốc�gia,�lĩnh�vực,�và�thời�gian.�

Công�cụ�hỗ�trợ�gồm�NVivo�12,�SPSS�26,�

Bibliometrix,�VOSviewer

IV.�Kết�quả�nghiên�cứu�và�thảo�luận

4.1.� Lịch� sử� phát� triển� AI� trong�

nghiên�cứu�khoa�học�

Việc� áp� dụng�AI� trong� nghiên� cứu�

khoa�học�khởi�đầu�từ�những�năm�1960�với�

các�hệ�thống�chuyên�gia�cơ�bản,�chủ�yếu�

nhằm�mục�đích�phân�tích�số�liệu�và�xử�lý�

thông� tin� (Rai,�2024).�Từ� năm�2010�đến�

2020,� học�máy� và� học� sâu� đã� trở� thành�

công�cụ�thịnh�hành,�nâng�cao�rõ�rệt�năng�

suất�và�độ�chính�xác�trong�nhiều�lĩnh�vực.�

Chẳng�hạn,�Avanzo�và�cộng�sự�(2024)�đã�

chỉ�ra�rằng�AI�nâng�cao�độ�chính�xác�trong�

phân�tích�hình�ảnh�y�tế�lên�25%,�thời�gian�

dự� đoán� cấu� trúc�phân� tử� trong�hóa� học�

giảm�60%,�và�giảm�100�lần�thời�gian�xử�

lý�dữ�liệu�vật�lý.�

Sự� xuất� hiện� của� ChatGPT� (2022)�

đánh�dấu�bước�tiến�quan�trọng�khi�lần�đầu�

tiên�AI� có� khả� năng� hỗ� trợ� toàn� diện� từ�

viết,�phân�tích�đến�tổng�hợp�thông�tin.�85%�

nhà�nghiên�cứu�đã�thử�nghiệm�ChatGPT�

trong�6�tháng�đầu�(Liu�và�cộng�sự,�2023)�

và�60%�tạp�chí�khoa�học�buộc�phải�điều�

chỉnh�chính�sách�(Thelwall,�Jiang�&�Bath,�

2025).�ChatGPT�giúp�mọi�người�dễ�dàng�

tiếp�cận�AI,�ngay�cả�với�những�ai�không�

có�chuyên�môn�về�công�nghệ.�

Daugherty�&�Wilson�(2024)�đã�chỉ�

ra� rằng� bắt� đầu� từ� năm�2023,�AI� thế� hệ�
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mới�đã�bùng�nổ�với�nhiều�công�cụ�đặc�thù�

như�Claude�3�(xử�lý�văn�bản�dài),�Gemini�

Pro� (đa� phương� thức),� GPT-4� Vision�

(phân� tích�hình�ảnh),�cùng�với�các�LLM�

chuyên�ngành�(Sharma,�2024).�Xu�hướng�

này�đang�chuyển�từ�AI�linh�hoạt�sang�AI�

chuyên�biệt�theo�yêu�cầu.

Nghiên�cứu�toàn�cầu�chỉ�ra�rằng�AI�

đã� trở� thành�phương� tiện� thiết�yếu� trong�

lĩnh�vực�nghiên�cứu�khoa�học.�AI�có�ảnh�

hưởng�sâu� rộng� từ�việc� tạo� ra�giả�thuyết�

đến� việc� lan� truyền�kết� quả� (Markowitz,�

Boyd�&�Blackburn,�2024).�Theo�một�cuộc�

khảo�sát�với�hơn�5.000�nhà�nghiên�cứu�cho�

thấy�rằng�92%�dùng�AI�hàng�tháng,�78%�

tin� rằng�AI� cải� thiện� chất� lượng� nghiên�

cứu,�nhưng�65%�lo�ngại�về�vấn�đề�đạo�đức�

và� 54%� khao� khát� có� những� hướng� dẫn�

cụ� thể� hơn� (Van� der�Elst,� 2025).�Oxford�

University�Press�(2023)�ghi�nhận�tỷ�lệ�bài�

viết�có�dấu� hiệu�sử�dụng�AI� tăng� từ�2%�

(năm�2022)�lên�15%�(năm�2023)�(Maslej�

et�al.,�2023).

Trong� khu� vực� châu� Á-Thái� Bình�

Dương,�các�quốc�gia�có�xu�hướng�tìm�sự�

cân� bằng� giữa� đổi�mới� và�quản� lý� (Goh�

et�al.,�2024).�Singapore�dẫn�đầu�với�tỷ�lệ�

sử�dụng�AI�85%�và�chính�sách�toàn�diện;�

Malaysia� (70%)� đang� hoàn� thiện� khung�

chính�sách;�Thái�Lan�(55%)�và�Philippines�

(50%)� gặp� khó� khăn� về� hạ� tầng� và� tiếp�

cận;� Việt� Nam� (45%)� ở� giai� đoạn� khởi�

đầu,� với� thách� thức� chính� là� nhận� thức�

và� chính� sách� (Wong� &� Looi,� 2024).��

Tại�Việt�Nam,�việc�nghiên� cứu�AI� trong�

lĩnh� vực� khoa� học� vẫn� còn� ở� giai� đoạn�

đầu.�Theo�Viện�Khoa�học�và�Công�nghệ�

Việt� Nam� (2024),� nhiều� nhà� nghiên� cứu�

đã�dùng�ChatGPT,�một�số�tổ�chức�có�chỉ�

dẫn� về�AI,� 15%� chương� trình� tiến� sĩ� có�

tích�hợp�AI,�và�chỉ�có�5%�tạp�chí�có�chính�

sách�rõ�ràng.�Theo�Trương�(2023),�khoảng�

cách� giữa�yêu�cầu� thực� tế�và�chính� sách�

pháp�luật�ngày�càng�gia�tăng,�cần�có�hành�

động�kịp�thời.

4.2.� Bức� tranh� toàn� cảnh� về� sử�

dụng�AI�trong�nghiên�cứu�khoa�học

4.2.1.�Thống�kê�về�xu�hướng�sử�dụng

Phân�tích�dữ�liệu�từ�287�tài�liệu�chỉ�

ra�rằng�có�sự�gia�tăng�đáng�kể�trong�việc�áp�

dụng�AI.�Thaariq�và�đồng�nghiệp�(2025)�

cho�biết:�“Tốc�độ�triển�khai�AI�trong�khoa�

học�nghiên�cứu�đã�vượt�xa�mọi�dự�đoán”.�

Theo� nhiều� thông� tin� không� chính� thức,�

nhiều�nhà�khoa�học�sẽ�sử�dụng�ít�nhất�một�

công�cụ�AI�trong�năm�2024.

Bảng�1:�Tỷ�lệ�sử�dụng�AI�theo�khu�vực�(2025)

Khu�vực Tỷ�lệ�sử�dụng Tăng�trưởng�(2023-2024) Công�cụ�phổ�biến�nhất

Bắc�Mỹ 81% +45% ChatGPT�(67%)

Châu�Âu 76% +38% Claude�(52%)

Châu�Á 72% +56% ChatGPT�(71%)

Châu�Úc 69% +41% GPT-4�(48%)

Châu�Phi 43% +89% ChatGPT�(83%)

Nam�Mỹ 54% +72% Gemini�(46%)

(Nguồn�tổng�hợp:�Van�der�Elst�(2025�-�khảo�sát�>5.000�nhà�khoa�học,�đa�khu�vực);��

Maslej�et�al.�(2023�-�AI�Index,�chỉ�báo�vĩ�mô);�Thaariq�et�al.�(2025�-�tổng�thuật�xu�hướng);��

Goh�et�al.�(2024�-�khu�vực�Châu�Á-TBD�ngành�y);�chính�sách/hướng�dẫn�NXB�lớn�(2023-2024)
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4.2.2.�Phân�loại�công�cụ�AI

Kumer� và� cộng� sự� (2021)� phân�

loại� công� cụ�AI� trong�nghiên�cứu� thành�

6�nhóm:�

(1)� Viết� và� biên� tập� (ChatGPT,�

Claude,�Jasper;�89%�dùng);�

(2)�Phân� tích�dữ� liệu� (SPSS�AI,�R�

Studio�AI;�67%);�

(3)� Tìm� kiếm� tài� liệu� (Semantic�

Scholar,�Elicit;�78%);�

(4)�Thiết�kế�thí�nghiệm�(LabGPT;�34%);�

(5)�Peer�review�(ReviewerAI;�23%);�

(6)�Quản�lý�dự�án�(ResearchRabbit;�

45%).

4.2.3.�Lĩnh�vực�ứng�dụng

Bảng�2:�Mức�độ�sử�dụng�AI�theo�lĩnh�vực�khoa�học

Lĩnh�vực Mức�độ�sử�dụng Ứng�dụng�chính Thách�thức�đặc�thù
Y�sinh�học Rất�cao�(87%) Phân�tích�hình�ảnh,�dự�đoán�protein Quy�định�nghiêm�ngặt
Khoa�học�máy�tính Rất�cao�(93%) Lập�trình,�tối�ưu�hóa Cập�nhật�nhanh
Vật�lý Cao�(78%) Mô�phỏng,�phân�tích�dữ�liệu�lớn Độ�chính�xác�cao
Hóa�học Cao�(75%) Dự�đoán�phản�ứng,�thiết�kế�phân�tử Độ�phức�tạp
Khoa�học�xã�hội Trung�bình�(62%) Phân�tích�văn�bản,�khảo�sát Yếu�tố�con�người
Nhân�văn Thấp�(41%) Dịch�thuật,�phân�tích�ngôn�ngữ Bảo�tồn�giá�trị

(Nguồn:�tổng�hợp�từ�AI�Index�2023�(xu�hướng�ngành),�các�khảo�sát�lĩnh�vực�(y�sinh,�CS)�và�các�nghiên�cứu�
thực�nghiệm�có�báo�cáo�mức�dùng�công�cụ�theo�ngành�(2022-2024).

Khảo�sát�trên�cho�thấy,�AI�đã�được�

áp�dụng�phổ�biến�trong�nghiên�cứu�khoa�

học�với�tỷ�lệ�trung�bình�toàn�cầu�là�73%,�

được� chia� thành� 6� nhóm� công� cụ� chính,�

với�mức�độ�sử�dụng�khác�nhau�giữa�các�

lĩnh�vực�từ�41%�đến�93%.

Có�thể�thấy,�sự�lan�tỏa�nhanh�chóng�

của�AI�cho�thấy�đây�không�phải�là�một�trào�

lưu�tạm�thời�mà�là�một�sự�chuyển�mình�cơ�

bản�trong�cách�thức�thực�hiện�nghiên�cứu�

khoa�học.�Việt�Nam�cần�triển�khai�phương�

án�nhằm�tránh�bị�lạc�hậu.

4.2.4.�Bảng�thống�kê�lợi�ích�tổng�hợp

Bảng�3:�Tổng�hợp�lợi�ích�của�AI�trong�nghiên�cứu�khoa�học

Lợi�ích Mức�độ�tác�động Ví�dụ�cụ�thể

Tăng�năng�suất Rất�cao�(40%)
Somers�(2023)�chỉ�ra�năng�suất�nhân�viên�tăng�40%�khi�
sử�dụng�các�công�cụ�AI

Cải�thiện�chất�lượng Cao�(40%) Tăng�40%�chất�lượng�tới�năm�2035�(Nucleoo.com,�n.d)
Tiết�kiệm�chi�phí Cao�(40%) Oxford�tiết�kiệm�$2M/năm
Mở�rộng�tiếp�cận Trung�bình�(30%) 1000+�nhà�NC�mới�từ�LDCs
Tăng�sáng�tạo Trung�bình�(25%) 45%�ý�tưởng�mới

(Nguồn:�meta-tổng�hợp�15�nghiên�cứu,�kết�hợp�chỉ�báo�từ�AI�Index�2023)

Kết�quả�cho�thấy,�AI�hỗ�trợ�nghiên�

cứu�khoa�học�nâng�cao�năng�suất�40%,�cải�

thiện�chất�lượng�35%,�giảm�chi�phí�40%�

và�mở�rộng�khả�năng�tiếp�cận,�thúc�đẩy�sự�

phát�triển�toàn�diện.

Lợi�ích�của�AI�là�hiển�nhiên,�nhưng�

cần� có�một� kế�hoạch� tổng� thể�và�đầu� tư�

đồng�bộ�vào�công�nghệ�cũng�như�nguồn�

nhân�lực�để�tối�ưu�hóa�hiệu�quả.
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4.3.�Thách�thức�và�rủi�ro

4.3.1.�Vấn�đề�đạo�đức

Nasim� và� cộng� sự� (2024)� cảnh� báo:�

“Việc�sử�dụng�AI�không�kiểm�soát�đang�tạo�

ra�‘vùng�xám�đạo�đức’�ngày�càng�lớn�trong�

nghiên�cứu�khoa�học”.�Các�vấn�đề�chính�gồm:

●� Tính� tác� giả� (authorship):� 43%�

nhà� nghiên� cứu� không� rõ� cách� ghi� nhận�

đóng�góp�AI.

●�Plagiarism�2.0:�31%�bài�báo�có�dấu�

hiệu�sao�chép�từ�nội�dung�AI�chưa�công�bố.

●�Thao�túng�dữ�liệu:�18%�lo�ngại�AI�

tạo�dữ�liệu�giả.

●�Thiên�vị� thuật� toán:�67%�nghiên�

cứu�xã�hội�gặp�vấn�đề�thiên�vị�từ�AI.

4.3.2.�Độ�tin�cậy�và�chính�xác

Chelli�et�al.�(2024)�trong�nghiên�cứu�

quy�mô� lớn� phát� hiện:� “Tỷ� lệ� ‘ảo� giác’�

(hallucination)�của�AI�trong�văn�bản�khoa�

học�dao�động�từ�15-40%�tùy�công�cụ”.

Bảng�4:�Đánh�giá�độ�tin�cậy�của�các�công�cụ�AI

Công�cụ Độ�chính�xác Tỷ�lệ�ảo�giác Khả�năng�kiểm�chứng

GPT-4 82% 18% Trung�bình
Claude�3 85% 15% Cao
Gemini�Pro 79% 21% Trung�bình
ChatGPT�3.5 74% 26% Thấp
Specialized�AI 91% 9% Rất�cao

(Nguồn:�Chelli�et�al.�(2024)�và�các�nghiên�cứu�so�sánh�công�cụ�2023-2024�có�tác�vụ�học�thuật).

4.3.3.�Quyền�sở�hữu�trí�tuệ

Bisoyi� (2022)� nhận� định:� “Khung�

pháp�lý�hiện�tại�chưa�theo�kịp�với�sự�phát�

triển� của� AI,� tạo� ra� nhiều� tranh� cãi� về�

quyền�sở�hữu”.

Các� vấn� đề� chính� như� quyền� tác�

giả,�bằng�sáng�chế,�dữ�liệu�đào�tạo;�chia�

sẻ�lợi�ích

4.3.4.�Bảng�phân�tích�rủi�ro

Bảng�5:�Ma�trận�rủi�ro�của�việc�sử�dụng�AI�trong�nghiên�cứu

Loại�rủi�ro Mức�độ�nghiêm�trọng Khả�năng�xảy�ra Biện�pháp�giảm�thiểu

Sai�lệch�thông�tin Cao Trung�bình�(40%) Kiểm�chứng�chéo

Vi�phạm�đạo�đức Rất�cao Thấp�(20%) Đào�tạo,�giám�sát
Mất�việc�làm Trung�bình Cao�(60%) Chuyển�đổi�kỹ�năng

Phụ�thuộc�công�nghệ Cao Cao�(70%) Đa�dạng�hóa�công�cụ
Bảo�mật�dữ�liệu Rất�cao Trung�bình�(35%) Mã�hóa,�kiểm�soát

Bất�bình�đẳng Cao Cao�(65%) Hỗ�trợ�tiếp�cận

(Nguồn:�tổng�hợp�từ�nhóm�“Rủi�ro�&�tính�toàn�vẹn”�(mã�hoá�73�tài�liệu)

Các� thách�thức�chính�bao�gồm�vấn�

đề�đạo�đức�liên�quan�đến�quyền�tác�giả�và�

đạo�văn,�độ�tin�cậy�với�tỷ�lệ�nhầm�lẫn�15-

40%,� tranh�luận�về�quyền�sở�hữu�trí� tuệ,�

và�nhiều�rủi� ro�khác�cần�được�kiểm�soát�

chặt�chẽ.

Rủi�ro�tồn� tại�và�cần�phải�được�xử�

lý�một�cách�nghiêm�túc.�Tuy�nhiên,�bằng�

cách�quản�lý�đúng�cách,�các�rủi�ro�này�có�

thể�được�hạn�chế�trong�khi�vẫn�tận�dụng�

lợi�ích�từ�AI.
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4.4.� Các�mô� hình� sử� dụng�AI� có�

trách�nhiệm

Các� mô� hình� AI� có� trách� nhiệm�

được�phát� triển� bởi�các� tổ�chức�quốc� tế,�

trường� đại� học� và� tạp� chí� khoa� học� đều�

nhấn�mạnh�tính�minh�bạch,�kiểm�soát�của�

con� người� và� sự� trách� nhiệm.�UNESCO�

(2024)� đưa� ra� khung� 5� thành� phần:� rõ�

ràng,�kiểm�soát�con�người,�công�bằng,�bền�

vững,� đa� dạng.�OECD� (2019)� chú� trọng�

đến�AI�an�toàn,�đáng�tin�cậy�và�hướng�tới�

con�người.�Zhang�và�các�cộng�sự�(2023)�

đã�nhấn�mạnh�yêu�cầu�công�bố�bắt�buộc,�

khóa� đào� tạo� 20� giờ� về�đạo� đức�AI,� hội�

đồng� đánh� giá� và� hệ� thống� hỗ� trợ� cho�

giáo� viên� trong� quá� trình� giảng� dạy�AI.�

Theo�Wang� et� al� (2024),� MIT� và� nhiều�

học� viện� cùng� tổ� chức� thúc�đẩy� hợp� tác�

giữa� người� và�AI,� sử� dụng� công� cụ�mã�

nguồn�mở�và�thực�hiện�giám�sát�liên�tục.�

MarketsandMarkets�(2020)�yêu�cầu�sự�rõ�

ràng,�loại�AI�khỏi�danh�sách�tác�giả,�chia�

sẻ�thông�tin,�kiểm�tra�tuân�thủ�đạo�đức�và�

giám�sát� sau�khi� công�bố.�Bảng� so� sánh�

chỉ�ra�sự�khác�nhau�về�mức�độ�chi�tiết�và�

thực�thi�giữa�các�mô�hình,�thể�hiện�sự�đa�

dạng� trong� cách� tiếp� cận.�Việt�Nam� cần�

lựa�chọn�và�điều�chỉnh�cho�phù�hợp�với�

điều�kiện�của�đất�nước�(UNESCO,�2024;�

OECD,�2019).

4.5.�Quy�định�và�chính�sách�một�số�

khu�vực,�quốc�gia�và�Việt�Nam

Liên� minh� châu� Âu,� Hoa� Kỳ� và�

Trung�Quốc�đã�thiết�lập�các�quy�định�quan�

trọng�đối�với�AI�nhằm�khuyến�khích�đổi�

mới� trong� khi� kiểm� soát� các� rủi� ro.�AI�

Act� của� EU� được� coi� là� quy� định� toàn�

diện�nhất,�phân�loại�rủi�ro�thành�bốn�cấp�

độ:� tối� thiểu,� hạn�chế,� cao� và� không� thể�

chấp� nhận;� nghiên� cứu� khoa� học� thuộc�

nhóm�rủi�ro�hạn�chế,�yêu�cầu�về�tính�minh�

bạch�và�giám�sát�của�con�người,�với�mức�

phạt� vi�phạm� lên� tới�6%�doanh� thu� toàn�

cầu�(Almada�&�Petit,�2025).��Hoa�Kỳ�ban�

hành�Lệnh�Hành�pháp�về�AI�(2023)�nhằm�

tạo�sự�cân�bằng�giữa�đổi�mới�và�an�toàn,�

thiết� lập�Viện�An� toàn�AI,� cấp� 500� triệu�

USD�cho�nghiên�cứu�AI�có�trách�nhiệm�và�

khuyến�khích�các�tập�đoàn�công�nghệ�lớn�

cam�kết�tự�nguyện�(Boone,�2024).�Trung�

Quốc�(2023)�tăng�cường�quản�lý�các�thuật�

toán�và�dữ�liệu,�yêu�cầu�được�phê�duyệt�AI�

trong�nghiên�cứu�và�kết�hợp�giá�trị�xã�hội�

chủ�nghĩa�với�hệ� thống� tín�nhiệm�xã�hội�

(Filimowicz,�2023).�Các�mô�hình�này�thể�

hiện�sự�khác�nhau�trong�ưu�tiên�và�phương�

pháp�quản�lý�AI�toàn�cầu.

ASEAN�đang�triển�khai�nhiều�chính�

sách�nhằm�thúc�đẩy�chuyển�đổi�số�khu�vực,�

bao�gồm�việc�xây�dựng�hướng�dẫn�đạo�đức�

về� trí�tuệ�nhân� tạo�(AI�ethics�guidelines)�

để�các�quốc�gia� thành�viên�phát� triển�và�

ứng�dụng�AI�một�cách�có�trách�nhiệm�và�

minh�bạch.�Đồng�thời,�ASEAN�triển�khai�

các� chương� trình� tăng� cường� năng� lực�

(capacity� building� programs)� nhằm� đào�

tạo�và�chuẩn�bị�nguồn�nhân� lực�cho�nền�

kinh�tế�số.�Ngoài�ra,�tổ�chức�này�cũng�thúc�

đẩy�hợp�tác�trong�quản�trị�dữ�liệu�xuyên�

biên�giới�(cross-border�data�governance),�

nhằm�bảo�đảm�việc�lưu�chuyển�dữ�liệu�an�

toàn,� tôn� trọng�quyền� riêng� tư�và� hỗ� trợ�

thương�mại� điện� tử.�Cuối�cùng,�ASEAN�

khuyến� khích� thử� nghiệm� công� nghệ�

mới� thông�qua�hộp�cát�đổi�mới� sáng� tạo�

(innovation� sandboxes)� -�môi�trường� thử�

nghiệm�có� kiểm� soát�dành� cho� các� sáng�

kiến�và�mô�hình�kinh�doanh�mới,�đảm�bảo�

tính�sáng�tạo�nhưng�vẫn�tuân�thủ�quy�định�

pháp�lý�(Md�Dahlan,�2025).
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Việt� Nam� đang� ở� giai� đoạn� đầu�

trong�việc�thiết�lập�khung�pháp�lý�cho�AI,�

với�nhiều�thiếu�sót�rõ�ràng�so�với�thế�giới.�

EU,�Mỹ�và�Trung�Quốc�đã�xác�lập�các�mô�

hình�quản�trị�AI�với�tốc�độ�và�quy�mô�khác�

nhau,�Việt�Nam�cần�tận�dụng�lợi�thế�đi�sau�

để�học�hỏi,�đồng�thời�đẩy�mạnh�hành�động�

quyết�liệt�và�đồng�bộ�nhằm�tránh�nguy�cơ�

tụt�hậu�trong�cuộc�đua�toàn�cầu�về�AI.

4.6.�Các�phát�hiện�chính�và�ý�nghĩa�

Kết� quả� nghiên� cứu� chỉ� ra� một�

bức� tranh� đa� dạng� về� việc� ứng� dụng� trí�

tuệ�nhân�tạo�(AI)� trong�nghiên�cứu�khoa�

học,� thể� hiện� sự� thay� đổi� đáng� kể� cả� về�

công�cụ�lẫn�cách�thức�tạo�ra�tri�thức.�Theo�

Giabbanelli�và�MacEwan�(2024),�“Chúng�

ta�không�chỉ�chứng�kiến�sự�thay�đổi�công�

cụ�mà�còn�là�một�sự�chuyển�biến�paradigm�

trong�phương�thức�sản�xuất�tri� thức”.�Ba�

phát� hiện� chính� của� nghiên� cứu� làm�nổi�

bật� những� xu�hướng�và� thách� thức�quan�

trọng.�Đầu�tiên,�tốc�độ�phát�triển�AI�nhanh�

hơn� khả� năng� kiểm� soát:� có� nhiều� nhà�

nghiên� cứu� áp�dụng�AI,� nhưng�số� lượng�

tổ�chức�có�quy�định�cụ�thể�còn�ít�ỏi,�dẫn�

đến�một�lỗ�hổng�lớn�trong�quản�lý�và�nguy�

cơ�xuất�hiện�một�“Wild�West”�trong�khoa�

học,�nơi�mọi�thứ�đều�có�thể�xảy�ra�cho�đến�

khi�hậu�quả�xấu�xuất�hiện.�Thứ�hai,�lợi�ích�

của�AI�rất�rõ�ràng—AI�có�khả�năng�nâng�

cao�năng�suất�lên�đến�47%—nhưng�nguy�

cơ�vẫn�chưa�được�quản�lý�một�cách�toàn�

diện,�biểu�hiện�qua�tỷ�lệ�ảo�tưởng�từ�15%�

đến�40%.�Han�và�đồng�nghiệp�(2024)�nhấn�

mạnh:�“Nếu�không�cẩn�thận,�chúng�ta�có�

thể�đánh�đổi�chất�lượng�để�lấy�số�lượng”.�

Thứ�ba,�sự�bất�bình�đẳng�trong�khoa�học�

toàn�cầu�có�nguy�cơ�tăng�lên�khi�tỷ�lệ�ứng�

dụng�AI� ở� Bắc� Mỹ� đạt� 81%,� trong� khi�

Châu� Phi� chỉ� có� 43%,� cho� thấy� khoảng�

cách�số�đang�dần�biến�thành�khoảng�cách�

AI,�làm�sâu�sắc�thêm�sự�chênh�lệch�phát�

triển�khoa�học�giữa�các�khu�vực.

4.7.�Khuyến�nghị�cho�Việt�Nam

4.7.1.�Khuyến�nghị�về�chính�sách

Việt� Nam� cần� thiết� thiết� lập� Chiến�

lược�AI�cho�Nghiên�cứu�Khoa�học�giai�đoạn�

2025-2030�ở�cấp�quốc�gia,�với�mục�tiêu�đến�

năm�2030�có�80%�nhà�nghiên�cứu�áp�dụng�

AI�một�cách�có�trách�nhiệm,�phân�bổ�ngân�

sách�tối�thiểu�0,1%�GDP�cho�cơ�sở�hạ�tầng�

AI�và�thiết�lập�hệ�thống�giám�sát�KPI�cụ�thể.�

Cùng�với�đó,�việc�thiết�lập�Ủy�ban�Đạo�đức�

AI�Quốc�gia�với�sự�tham�gia�đa�lĩnh�vực�và�

quyền�đưa�ra�khuyến�nghị�có�tính�bắt�buộc�sẽ�

tạo�điều�kiện�cho�quản�lý�rõ�ràng.�Cần�thiết�

có�một�khung�pháp�lý�AI�trong�giáo�dục,�quy�

định�rõ�ràng�về�tính�minh�bạch,�trách�nhiệm,�

quyền�sở�hữu�trí�tuệ�và�xử�lý�các�vi�phạm.�

Chương�trình�AI�dành�cho�tất�cả�nhà�nghiên�

cứu�cần�cung�cấp�công�cụ�cơ�bản�miễn�phí,�

giao�diện�tiếng�Việt�và�hợp�tác�với�các�công�

ty�công�nghệ.�Cuối�cùng,�Quỹ�Nghiên�cứu�

AI�Có�Trách�nhiệm�cần�được�thành�lập�để�

tài�trợ�cho�các�dự�án�AI�có�trách�nhiệm�và�hỗ�

trợ�các�tổ�chức�gặp�khó�khăn.�

Tại�cấp�tổ�chức,�các�trường�và�viện�

cần�thiết�lập�chính�sách�AI�nội�bộ�bắt�buộc�

trong�6�tháng,�thành�lập�ủy�ban�đạo�đức�AI�

để�đánh�giá�nghiên�cứu,�đầu�tư�vào�cơ�sở�

hạ�tầng�(phòng�thí�nghiệm�AI,�cụm�GPU,�

phần�mềm�bản�quyền)�và�đội�ngũ�chuyên�

môn.�Tại�cấp�cá�nhân,�nhà�nghiên�cứu�cần�

thực�hiện�danh�sách�kiểm�tra�tự�đánh�giá,�

cam�kết�với�việc�học�tập�liên�tục�(20�giờ/

năm),�tham�gia�vào�mạng�lưới�hỗ�trợ�đồng�

nghiệp�và�ký�kết�vào�bản�cam�kết�đạo�đức.

4.7.2.� Khuyến� nghị� về� đào� tạo� và�

nâng�cao�năng�lực

Nghiên� cứu� đề� xuất� một� chương�

trình�đào�tạo�đa�cấp�bao�gồm:�kiến�thức�về�
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AI� (40�giờ�cơ�bản,�60�giờ�nâng�cao),�kết�

hợp�AI�trong�chương�trình�thạc�sĩ�và�tiến�sĩ,�

cùng�với�hệ�thống�chứng�chỉ�(cơ�bản,�nâng�

cao,� huấn� luyện� viên).� Tài� liệu� cần� thiết�

bao� gồm�Sổ� tay�AI�dành�cho� nhà�nghiên�

cứu�Việt�Nam,�Trung�tâm�Tài�nguyên�Trực�

tuyến�và�dự�án�dịch�thuật�các�hướng�dẫn,�

tài�liệu�quốc�tế.�Xây�dựng�cộng�đồng�thực�

hành� thông� qua� mạng� lưới� VAIRN,� các�

nhóm�chuyên�đề�và�chương�trình�hợp�tác�

sẽ�khuyến�khích�chia�sẻ�và�đổi�mới.

4.7.3.�Khuyến�nghị�về�cơ�sở�hạ�tầng�

và�công�nghệ

Việt�Nam�cần�xây�dựng�Vietnam�AI�

Research�Cloud� (VARC)�ở�cấp� quốc�gia�

với�khả�năng�tính�toán�mạnh�mẽ,�bộ�công�

cụ�AI�bản�quyền�và�mã�nguồn�mở,�cùng�với�

cơ�sở�dữ�liệu�nghiên�cứu�được�tiêu�chuẩn�

hóa.�Tối�thiểu�mỗi�tổ�chức�cần�có�AI�lab,�

GPU�cluster,�phần�mềm�chính�hãng�và�đội�

ngũ�kỹ�thuật.�Việt�Nam�nên�tập�trung�vào�

việc�phát�triển�các�công�cụ�ngôn�ngữ�tiếng�

Việt� (trợ� lý�viết,� phân� tích� tài� liệu,� trình�

quản�lý�trích�dẫn,�phát�hiện�đạo�văn)�cùng�

với�các�công�cụ�chuyên�ngành�(y�tế,�nông�

nghiệp,�xã�hội,�giáo�dục).

V.�Kết�luận

Nghiên� cứu� đã� xem� xét� một� cách�

toàn� diện� việc� áp� dụng�AI� một� cách� có�

trách�nhiệm� trong� lĩnh�vực�khoa� học� dựa�

trên�việc�tổng�hợp�287�tài�liệu�chất�lượng.�

Kết�quả�cho�thấy:�(1)�AI�đã�trở�thành�công�

cụ� quan� trọng� với� 73%� nhà� nghiên� cứu�

toàn�cầu�sử�dụng;�(2)�AI�mang�lại�lợi�ích�rõ�

ràng�như�tăng�năng�suất�47%,�cải�thiện�chất�

lượng�35%,�và�mở�rộng�cơ�hội�cho�các�nhà�

nghiên�cứu�ở�nước�đang�phát�triển,�nhưng�

cũng�đặt�ra� thách�thức�về�đạo�đức,�độ�tin�

cậy�và�sở�hữu�trí�tuệ;�(3)�các�mô�hình�quốc�

tế�nhấn�mạnh�bốn�nguyên�tắc�chính:�minh�

bạch,�kiểm�soát�con�người,�công�bằng�và�

trách�nhiệm,�trong�đó�EU�dẫn�đầu�về�quy�

định;� (4)�Việt�Nam� đang�ở�giai�đoạn�đầu�

nhưng�có�tiềm�năng�lớn�nhờ�vào�dân�số�trẻ,�

chính�sách�hỗ�trợ�và�kinh�nghiệm�số�hóa.

Nghiên�cứu�mang�lại�3�đóng�góp�to�

lớn�sau:�(1)�phát�triển�khung�lý�thuyết�tích�

hợp�về�AI�có�trách�nhiệm�trong�nghiên�cứu�

khoa� học;� (2)� cung� cấp� bộ� khuyến� nghị�

toàn�diện,�thực�tiễn,�phù�hợp�bối�cảnh�Việt�

Nam;�(3)�áp�dụng�phương�pháp�tổng�hợp�

hệ�thống�kết�hợp�phân�tích�nội�dung�làm�

tiền�lệ�cho�các�nghiên�cứu�sau.

AI� có� trách� nhiệm� là� vấn� đề� công�

nghệ,�văn�hóa�và�chính�sách.�Việt�Nam�cần�

chiến� lược� đồng� bộ� và� hành� động� quyết�

liệt�để�tận�dụng�AI�phục�vụ�phát�triển�khoa�

học�và�bền�vững.
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RESPONSIBLE�USE�OF�ARTIFICIAL�INTELLIGENCE�

IN�SCIENTIFIC�RESEARCH�AND�PUBLICATION:�

LEGAL�PERSPECTIVES�FROM�CHATGPT�TO�NEXT-

GENERATION�AI�TOOLS

Nguyen�Thanh�To���Dam�Thi�Diem�Hanh5*,�Nguyen�Vinh�Huy5

Abstract:� AI� is� revolutionizing� scienti�c� research,� bringing� both� opportunities� and�

challenges.�It�enhances�research�e�ciency,�improves�the�quality�of�data�analysis,�and�expands�

access�to�information.�However,�issues�related�to�ethics,�transparency,�intellectual�property�

rights,�and�technological�risks�must�be�strictly�managed.�This�study�examines�the�responsible�

use� of� arti�cial� intelligence� (AI)� in� scienti�c� research� and� publication,� with� a� focus� on�

developments�from�ChatGPT�to�the�next�generation�of�AI�tools.�By�analyzing�models�from�the�

EU,�the�US,�and�several�ASEAN�countries,�and�assessing�the�current�situation�in�Vietnam,�

the�article�draws�lessons�for�Vietnam�in�the�context�of�integration�and�digital�transformation.

Keywords:�responsible�AI,�research�integrity,�academic�publishing,�governance�frameworks,�

large�language�models
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