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Tém tiit: Trong nhitng nam gan day, cac hé thong goi y dwa trén loc cong tdc sit dung

mang no-ron da dat dwoc nhiéu buoc tien dang ké trong viéc cung cap cdc dé xuat cda nhdn

hoa cho nguoi dung. Mo hinh CI-Autorec cho phép su dung thong tin dua trén ngi dung, gop

phan ndng cao hiéu qua cia hé thong. Trong khi do, Sparse Autoencoder di chirng minh

dege khd nang tong hop va giam thiéu chi phi tinh todn ma van dam bdo chdt hrong két qua.

Bai bdo nay d@é xudt mét mé hinh két hop, tan dung kha néing khai thac théng tin néi dung

cua Cl-Autorec va sw dung cdc don vi kich hoat cua Sparse Autoencoder dé du doan danh

gid ciia nguoi dimg. Két qua thwe nghiém cho thdy hé thong goi y dé xudt vuot tréi hon so

Vo1 cac mo hinh két hop hién co ca vé do chinh xdc lan hiéu suat.

T khoa: hé lhé’ng go1y, hoc sdu, mang tw ma hoa, thong tin dwa trén ngi dung, dir liéu thua

I. Dit van dé

Trong nhitng thip ky gan day, su
bung nd ciia mang Internet da gép phan
thiic ddy manh mé& qua trinh phat trién va
chia s¢ thong tin. Cung vdi do, nguoi dung
ngay cang bi bao quanh boi vo sd lwa chon
dén tir cdc nén tang mang xa hoi, quang
c4o sb va dic biét 1a cac trang thwong mai
dién tir. Biéu nay dat ra yéu cau cap thiét
dbi v6i cac nha cung cap dich vu trong
viéc gilr chan ngudi dung va nang cao tinh
canh tranh thong qua cac giai phap goi y
c4 nhan hoa. Do d6, cac hé théng goi ¥
(Recommendation Systems - RS) ngay

' Truong Dai hoc Mé Ha Noi

cang dong vai tro quan trong, khi giup
nguoi dung dé dang tiép can cac ndi dung
phu hop voi s¢ thich cd nhan thong qua
nhiing dé xuat tu dong.

Trong cac hé théng loc cong tac
(Collaborative Filtering - CF), nguoi dung
c6 s thich twong ddng duoc xac dinh
dua trén lich s tuong tac, tu d6 dua ra
cac dé xuit ma khong can dén thong tin
chi tiét vé san phém hodc dich vy (Su and
Khoshgoftaar, 2009; Duong et al., 2023).
Tuy nhién, d§ chinh x4c cua cac hé¢ théng
loc cong tac dua trén hang xém thuong bi
anh hudng khi dit lidu bi thiéu hodc thua,
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gay kho khan trong vi¢c tim ra cadc nguoi
ding hay mit hang tuong tu. Mot sb
phuong phép bo sung gia tri (imputation)
da duoc dé xuit nham giam thiéu su thua
thét trong ma tran tuong tac, tuy nhién
mic d6 dang tin cdy cia cac gid tri bd
sung van 1a van dé can dugc nghién ctu
thém (Ranjbar et al., 2015; Duong et al.,
2022; Duong et al., 2018). Ngoai ra, cac
mo hinh CF con gip phai van dé “khoi dau
lanh” (cold-start), ddc bi¢t trong truong
hop nguoi ding méi hodc co rat it danh
gia.

Pé khic phuc nhiing han ché trén,
cac phuong phap lai (hybrid) da duoc
nghién clru va trién khai. Mot vi du tiéu
biéu 1a mé6 hinh Factorization Machine
(FM), két hop k¥ thuat phan rd ma tran
vO1 cac phuong phap hoc c6 gidm sat
nhu Mday Vector Ho tro (SVM), cho
phép st dung ddng thoi phan hoi rd
rang (explicit feedback) va dir liéu bod
sung (Idrissi and Zellou, 2020; Rendle,
2010). Cac md hinh nay cho thy hiéu
qua vuot trdi, dac biét trong bdi canh dir
liéu c6 tinh thua cao. Bén canh d6, mot
s6 nghién ctru gan ddy da khai thac thém
cac thong tin bén ngoai nham cai thién
chi s twong ddéng, qua d6 giam thiéu tac
dong cua van dé dit 1iéu thua (Guo et al.,
2014; Niu et al., 2016).

Trong bdi canh d6, mang no-ron
dugc chi ¥ nho kha nang xap xi moi ham
lién tuc (Hornik et al., 1989; Hoa et al.,
2023; Son et al., 2024), tir d6 tr¢ thanh
cong cuy hitru hi¢u trong viéc nang cao kha
ning biéu dién cua mé hinh (He et al.,
2017; He and Chua, 2017). Trong s6 cac
mod hinh mang no-ron, Autoencoder (AE)
ndi bat voi kha niang tu dong hoc biéu dién

dic trung bang cach ma héa va tai tao dir
liéu dau vao (Hinton and Salakhutdinov,
2006). Lop an ciia AE chtra dung cac dic
trung quan trong cua dir liéu dau vao va
dugc su dung dé hoc biéu dién. M6 hinh
Autorec, mot dang CF dua trén AE, da gidi
thiéu cac phép bién d6i phi tuyén trong
CF, dya trén phan hoi rd rang (Sedhain et
al., 2015; Zhang et al., 2017).

Trong nghién ctru trudc day, mo
hinh CI-Autorec (Duong et al., 2023)
dugc dé xuat voi kha nang khai thac
thong tin dua trén ndi dung biang cach
dua thém cac vector thong tin phu vao
dau vao cta encoder, tir d6 nang cao hi¢u
qua trich Xuat dic trung va tai tao dau ra.
Song song v&i do, Sparse Autoencoder -
mot bién thé ctia AE - d3 ching minh hi¢u
qua trong viéc hoc khong giam sat bang
cach 4p dung rang budc thua (sparsity
constraint) 1én cac don vi 4n (Ng et al.,
2011). Diéu nay gitip ma héa dir liéu c6
chiéu cao mot cach hiéu qua, trich XuAt
cac dic trung co y nghia, dong thoi lam
giam sb luong don vi kich hoat khong
can thiét.

Xuét phat tir mong mudn tan dung
dong thoi wu diém cia hai mé hinh CI-
Autorec va Sparse Autoencoder, nghién
ctru ndy dé& xuit mot kién trac két hop
mé&i. M6 hinh dé xuit khong chi phat
huy thé manh riéng biét cua ting ky
thuat, ma con khai thac hiéu qua tinh
b6 sung 1an nhau giita chung, nham cai
thién hi€u qua goi y ciing nhu kha nang
dién giai cua hé thong.

Phan con lai cta bai bao duge to
chtrc nhu sau: Phan II trinh bay cc nghién
ctru lién quan. Phan I1I mé ta chi tiét kién
trac md hinh dugce dé xut. Phan IV phan



tich két qua thyc nghiém va so sanh voi
cac mo hinh hién tai. Cudi cung, Phan V
dua ra két luan va hudng nghién ciru trong
tuong lai.

I1. Céac nghién ctru lién quan
2.1. Mo hinh Autorec

Trong céc phuong phdp dugc su
dung phd bién trong truy xuit thong tin
va khai pha dir liéu cho hé théng goi ¥,
Autoencoder (AE) dugc déanh gia 1a mot
trong nhiing co ché hoc biéu dién hiéu qua
nhat (Hinton and Salakhutdinov, 2006).
Nhiéu nghién ctru di tmg dung thanh cong
kién trac AE va cac bién thé cua nd vao
cac hé thong goi ¥ (Sedhain et al., 2015;

Output
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Zhang et al., 2017; Ouyang et al., 2014;
Duong et al., 2020)

Trong do, Autorec dua trén kién trtic
AE thuan tay, n6i bat 1a mo hinh Autorec
huéng san pham (I-Autorec) (Sedhain et
al., 2015), cho phép tai tao lai cac vector
danh gia day du tr ddu vao roi rac, von
chi chta cac danh gia da biét. Khac vai
AE truyén thong, I-Autorec chi cip nhat
trong so lién quan dén cac danh gia da
dugc quan sat nham giam sai sd trong dy
doan (Hinh 1). Nho vay, kién trac nay vira
don gian trong trién khai, vira giit duoc uu
diém phi tuyén cta AE so v6i cac mé hinh
nhan td tiém 4n truyén thong.

Input

Hinh 1: Kién trac mang I-Autorec.

2.2. Mang Autorec dwa trén ndi

dung CI-Autorec

Mic du I-Autorec xtr 1y truc tiép cac
dir liéu danh gid dé dam bao tinh chinh
xac trong du doan, mo hinh nay lai bé qua
nhimg thong tin phu c6 gia tri. Dé khic
phuc han ché d6, Autorec da duoc thiét

ké lai nhiam cho phép tich hop cac vector

thong tin lién quan dén ndi dung, von
thuong bi bo qua trong cac mé hinh truyén
thong. CI-Autorec minh ching ring sy
khac biét vé kich thudc giira cac ting dau
vao va dau ra c6 thé dugc khai thac dé bd
sung thong tin ngoai, tir d6 nang cao hi¢u
qua so voi cac phuong phap thong thuong
(Duong et al., 2023).
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Input

Hinh 2: Kién trac mang CI-Autorec.

2.3. Mang tw md héa Thwa - Sparse 0 (Ng et al., 2011). Co ché nay gitp giam
Autoencoder thiéu su du thira trong dir li¢u dau vao,

Sparse Autoencoder 1a mot bién thé chi giit lai cdc don vi kich hoat can thiét.
dic biét cua AE, trong d6 s6 luong nut an Nho vy, mo hinh tré nén phu hop dé xi
duoc thiét ké 16n hon sb luong nat dau 1y dit liéu thua va dit liéu c6 tinh du thira
vao, dong thoi ap dung rang budc chuin cao, ddng thoi van duy tri dugc hiéu suat
L1 nham dua phan 16n cic nit 4n vé gan biéu dién.

Hinh 3: Kién trac mang Sparse - Autoencoder



I11. Phwong phap nghién ciru

Phuong phap nghién ctru duogc
st dung trong nghién ctru nay la tur céac
phan tich va danh gid nhiing md hinh
hién co, dua ra cac dé xuit cai thién va
tién hanh trién khai cac mé hinh méi
st dung dir liéu thyc té. M6 hinh méi
dugc so sanh vdi nhitng mo hinh tham
chiéu dya trén cac tiéu chi do chinh xac
du doan va thoi gian thuc thi dé kiém
nghiém mdt cach toan dién hi¢u qua
hoat dong. Qua trinh nay co thé lap lai
nhiéu lan dé lién tuc nang cao do chinh
x4c cua cac mo hinh.

IV. M6 hinh dé xuit

Trong nghién ctu trudéc (Duong
et al., 2023), nhom nghién ctru da tién
hanh cac thir nghiém thanh cong véi mo
hinh CI-Autorec - mot phuong phap cé
kha ning giai quyét hidu qua van dé dir
liéu thua va hién tuong “khéi dau lanh”
(cold-start). Bén canh d6, cdc nghién
ctru vé& Sparse Autoencoder di cho thay
rang viéc giam sd luong don vi kich
hoat c6 thé cai thién hiéu qua ca vé mat
tinh todn 1an do6 chinh x4c trong xu ly
du ligu.

Ttr muc ti€u tdn dung nhitng wu diém
cua ca CI-Autorec va Sparse Autoencoder,
tac gia dé xuat mot mo hinh két hop hai ky
thudt nay theo hudng cong hudng, nham
nang cao kha ning dién giai cling nhu do
chinh xac trong du doan. Tuong ty nhu
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CI-Autorec - von st dung thong tin dira
trén noi dung san pham 1am dau vao - mod
hinh d& xuét bat dau bang viéc s dung
CI-Autorec dé xay dung biéu dién tiém 4n
cua dir liéu tai tﬁng an dau tién. Sau do,
mot 16p Sparse duoc thém vao nham tinh
chinh biéu dién nay. Nho sir dung chudn
hoa L1, 16p Sparse dam bao rang chi mot
tap nho cac don vi dugc kich hoat trong
qua trinh tinh toan, giup loai bd céc tin
hiéu nhiéu khéng can thiét va nang cao
kha niang dién giai ctia mod hinh. Cudi
cung, du doan danh gid cia nguoi dung
duoc tinh tai t?mg déu ra.

Nhu minh hoa trong Hinh 4, mo
hinh dé xuét bao gdbm bdn ting. Tang dau
tién nhan vao vector dac trung cua muc ,
trong d6 1a s6 lwong dic trung. Hai tang 4n
lan luot1a va , véi va 1asd lugng no-ron
an tai moi tAng. Tang dau ra 13 vector dy
doan danh gid . Mang no-ron nay dugc mo
ta bang cac phuong trinh sau:

hy=z,(Wg+h) (1)

h2:Z2 (W2h1+b2) (2)

F=z; (Vhytw A3)
Trong do:

W, € Rk, w, € Rk2xk1  va
V € R™¥2 |3 cic ma tran trong so;

eb, €RM, b, € R¥2 va ne R™ la
cac vector do léch (bias);

* (), z(), va z() la cac ham kich
hoat phi tuyén.
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Hinh 4: Kién triic mo hinh dé xuit.

Ham mAt mat ciia moé hinh dé xuét
khong duoc tinh theo sai s tai tao giira
dau vao va dau ra nhu cac mé hinh AE
truyén théng, ma duoc xay dung dua trén
sai s6 binh phuong gitra gia tri danh gia du
doén va gia tri thuc té da quan sat:

L@, #) = llr =715
=lr - zWhy + )l Y

Trong d6 biéu thi rang chi cac danh
gia da dugc quan sat méi dugc st dung
trong qué trinh tinh todn ham mat mat.

V. Két qua thuc nghi¢m

5.1. Tap dir liéu

Pé danh gia hiéu qua ciia mo hinh dé
xuét, hai tap dur liéu chuén 12 MovieLens
20M (Harper and Konstan, 2016) va

BookGenome (Kotkov et al., 2022) duoc
su dung.

e MovieLens 20M, dugc phat hanh
bai GroupLens vao nam 2015, bao gom
20.000.263 danh gia. Phién ban cép nhat
nim 2016 bd sung thém 465.564 thé (tag)
duoc gan cho 27.278 bg phim bdi 138.493
ngudi dung (tit ca déu da danh gia it nhat
20 phim).

e BookGenome, dugc phat hanh
vao nam 2021, chtra 5.152.656 luot danh
gia trén 9.374 dau sach, dén tir 350.332
nguoi dung.

D&t liéu Tag Genome, do
GroupLens cung cap, do luong muc do
mot by phim phan anh mot dac trung
nao do (thong qua cac thé) theo thang
diém tir 0 dén 1. Cac diém sb nay duoc
tinh todn dya trén dir li€u nguoi dung
nhu thé gan, danh gid va nhan xét van
ban (Harper and Konstan, 2016).



Tap dir liéu MovieLens véi Tag
Genome cung cép siéu dir liéu phong pht
cho tirng bd phim, bao gdm cac thé mo ta
nhiéu khia canh nhu thé loai, noi dung, boi
canh, cam xuc, phong cach va chu dé. Vi
du, mot bd phim co thé duoc gan cac thé

9% 4@

nhu “hanh dong”, “hai lang man”, “khoa
hoc vién tudng”, “két thiic bat ngod”, hay
“trudng thanh”.

Tuong tu, BookGenome mo ta sach
thong qua hé thong thé phong phi, thé
hién ndi dung va phong cach cua tung
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tac pham, bao gom: thé loai, chu dé, 16i
hanh van, cau tric, loai nhan vat,... Vi du,
mot quyén sach cé thé mang cac thé nhu

7,99 G

“trinh tham”, “tiéu thuyét lich su”, “triét
1y, “phiéu luu st thi”, hay “xoay quanh
nhan vat”.

Vi m6 hinh dé xuét phu thudc vao
thong tin tir Tag Genome, dit liéu gbc duoc
xtr Iy so bd bang cach loai bé cac phim
khong c6 thong tin thé. Dong thoi, chi giit
lai nhitng phim va ngudi ding ¢6 it nhat 20
danh gia. Bang 1 tom tat két qud xir 1y:

Bang 1: Tong quan tap dit liéu trudc va sau xir Iy
Tép dit liéu | #Danh gia | # Nguwoidung | # Muc (item) | Mirc do thua
MovieLens 20M
Tap dit lidu gbe 20.000.263 138.493 27.278 99,47%
Tap dit liu sau xu ly 19.793.342 138.185 10.239 98,97%
BookGenome
Tép dit lidu goc 5.152.656 350.332 9.374 99,99%
Tap dit liu sau xu ly 3.799.864 60.717 9.374 99,98%

5.2. Phwong phap danh gia

Hiéu sudt ciia mé hinh dwoc dinh
gid dwa trén cdc chi sé sau:

Sai s6 ciin trung binh binh phwong
(Root Mean Squared Error - RMSE):
do luong sai s6 giita gia tri ddnh gia du
doan va thyc té, cang nho cang t6t

RMSE = z (a = rus)? /ITESTSET] (5
u,i € TESTSET

Trong do, 7,; 1a danh gia du doan
cua nguoi dung u cho muc #; r . la danh
gia thyc té va [TESTSET] 1a s6 luong mau
trong tap kiém tra.

e Dy chinh xdc tai vi tri K (P@K)
va D@ bao phii tai vi tri K (R@K): P@K
la ti 1¢ muyc lién quan trong top-K muc
dugc dé xuét, con R@K 1a ti 1¢ muc lién
quan duoc dé xuat trong top-K trén téng
s6 muc lién quan.

Duya trén ma trdn phan loai trong

Béng 2, hai chi $6 nay dugc tinh nhu sau:

Precision = L (6)
#tp + #fp
#tp
Recall = m (7)

Bang 2: Ma trén phan loai trong hé thong goi y

Lién quan Khong lién quan
Pé xuit TP (true positive) FP (false positive)
Khong dé xuit FN (false negative) TN (true negative)
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5.3. M6 hinh so sdnh va thiét lip
thuc nghiém

M6 hinh d& xuét duge so sanh véi
cac mo hinh co s¢ phd bién sau:

e KNN-Content (Duong et al.,
2019): mo6 hinh lai dya trén hang x6m, su
dung PCC-genome lam thude do tuong
ddng, ap dung cac vector ndi dung.

e SVD: mo6 hinh phén rd ma tran véi
40 nhan t6 an, hoc véi toc do 0.002 trong
100 vong lap.

o FM, e (Rendle, 2010): vector dac
trung gébm ma hoa one-hot cuia nguoi dung
va phim, thé loai phim, va diém genome.
M0 hinh hoc véi bac da thuc trong 50 vong.

e [-Autorec (Sedhain et al., 2015):
mo hinh 3 16p v6i 600 no-ron an, dung cip
ham kich hoat (Identity, Sigmoid).

e CI-Autorec (Duong et al., 2023):
stt dung diém genome lam dau vao, cic
siéu tham s giir nguyén nhu I-Autorec.

Sau x1r Iy, mdi tap dir liéu dwoc chia
thanh 80% huén luyén va 20% kiém tra.
Trong tap huin luyén, 10% duoc tach
dé xac thyuc. Cac siéu tham s duoc tinh
chinh riéng cho timg mo hinh nham dam
bao so sanh cong bang.

5.4. Két qua thuc nghiém

Pé kiém tra tac dong cua sb luong
cic vector an lén hiéu suit cia Mo
hinh dé xuét, tac gia da thuc hién cac
thi nghiém véi cac sb luong don vi an
khac nhau ¢ cac ting nén. Ban dau, gia
tri dugc kiém tra trong pham vi (voi
tap dir licu MovieLens20M) va (véi tap
dir liéu BookGenome) voi Cl-Autorec
nham xac dinh do dai vector tdi wu cho
téng nén dau tién. Sau khi ¢ dinh , tac
gia tiép tuc danh gia trong pham vi tir
(461 v6i MovieLens20M) va tir (ddi voi

BookGenome).

MovieLens20M BookGenome
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Hinh 5: Két qua thuc nghiém v&i sé luong don vi an khac nhau & cac tang an.



Két qua thue nghiém duoc trinh bay
trong Hinh 5 cho thay ty 1¢ 13i ty 1¢ thuan
v6i s6 lugng don vi 4n. V&i moi tap dir
liéu, md hinh dat dén diém bdo hoa RMSE
tai cac gia tri va khéc nhau. Cac két qua
thuc nghiém trong Chuong nay dugc thuc
hién véi tdp duogc trinh bay trong Bang 3.

Béng 3: Cau hinh tham s6 an sir dung
trong thi nghiém

Tap dir liéu
MovieLens 600 | 1500
BookGenome | 500 | 1500

Thuc nghiém trong nghién ctru nay
tap trung vao vi¢c danh gid va so sanh
hiéu suét cua nhiéu mé hinh co s& khac
nhau. Cac md hinh nay duogc xay dung
bang cach st dung nhiéu thu vién va
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khung lam viéc (framework) da dang,
phé bién trong linh vuc hoc may va hoc
sau. Muc ti€u chinh cua qué trinh thuc
nghiém la xac dinh mo hinh dat hi¢u qua
cao nhit théng qua viéc giam thiéu ty 1¢
16i hodc tdi wu héa cac chi s6 danh gia
nhu Precision va Recall. Pang chu y, tac
gid chu dong lya chon tdp trung vao cac
chi s6 vé do chinh xéc va ty 1¢ 16i dé phan
anh kha nang du doan cua cac mo hinh,
trong khi d6 yéu té thoi gian can thiét cho
qua trinh hudn luyén va du doan dugc
loai khoi pham vi phan tich. Do do, Bang
4 chi trinh bay céc chi s6 lién quan truc
tiép dén hiéu qua du doan, nham dam bao
tinh khach quan, nhat quan va cong bang
trong qua trinh danh gia moé hinh.

Béang 4: So sanh hi€u ning gitta m6 hinh dé xuat va cac moé hinh co s¢

MovieLens20M BookGenome
M5 hinh RMSE P@5 R@5 RMSE P@5 R@5
kNN-Content 0.7885 0.8008 0.4362 0.8845 0.7662 0.7386
SVD 0.7922 0.8005 0.4322 0.8942 0.7644 0.7371
FM 0.7918 0.7993 0.4316 0.8956 0.7617 0.7332
[-Autorec 0.7761 0.8016 0.4341 0.8766 0.7655 0.7392
CI-Autorec 0.7540 0.8115 0.4381 0.8752 0.7743 0.7457
M5 hinh dé xuét 0.7471 0.8155 0.4388 0.8739 0.7774 0.7482

Cac két qua thyc nghiém cho thay kha
nang dy doan ctia M6 hinh dé xuét hiéu qua
hon so v&i cac mo hinh co s¢. Dang chi y,
hiéu suét ctia mo hinh duge ti wu khi RMSE
giam thiéu va Precision va Recall dugc toi
da hoa. M6 hinh dé xuat cho thdy su cai
thién dang ké, dao dong tir khoang dén cai
thién RMSE va ting chi s6 Precision/Recall
tir dén so véi cac mo hinh co so:

« RMSE giam tir 5,25% dén 1,20%,
Precision/Recall cai thi¢n khoang 0,59% -
1,83% so voi mo hinh kKNNContent.

« RMSE giam tir 5,69% dén 2,27%,
Precision/Recall cai thi¢n khoang 1,51% -
1,87% so voi mo hinh SVD.

« RMSE giam tir 5,64% dén 2,42%,
Precision/Recall cai thi¢n khoang 1,66% -
2,06% so vo1 mo hinh FMgenome.

« RMSE giam tir 3,74% dén 0,31%,
Precision/Recall cai thi¢n khoang 1,08% -
1,73% so v&i mo hinh I-Autorec.

« RMSE giam tir 0,92% dén 0,15%,
Precision/Recall cai thi¢n khoang 0,15% -
0,49% so vo1 mo hinh CI-Autorec.

Nhiing két qua dat duoc tir qua trinh
thuc nghiém da ching minh hi€u qua rod
rét ciia mo hinh dé xuit trong vi¢c cai thién
d0 chinh xac du doan cho cac Hé théng
201 ¥, ddng thoi gop phan thic ddy su phat
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trién cuia cic phuong phap hoc may hién
dai. Cu thé, viéc tich hop thém mot 16p
Sparse vao kién tric mo hinh da mang lai
nhiing cai thién dang ké, thé hién qua cac
chi s6 danh gia nhu ti 18 16i RMSE va hiéu
sudt trong cac tac vu xép hang top-k san
pham. Nhitng két qua nay lam ndi bat vai
tro cua lop Sparse trong vi¢c ting cuong
kha niang hoc biéu dién va khai thac thong
tin tiém an trong dir li¢u. Nho do, mo hinh
c6 thé phat hién va tan dung hi¢u qua cac
mdi quan hé 4n gitra cac thé (tags), tir d6
xdy dung duoc biéu dién dic trung tét hon
cho tirng muc tiéu dy doan.

VI. Két luén

Trong nghién ctru nay, tac gia da dé
xuat mot mo hinh lai ghép giira CI-Autorec
va Sparse Autoencoder nham nang cao do
chinh xé4c cua cac hé théng goi ¥ dua trén
Autorec. Diém méi cia mo hinh 1a bd
sung mot 16p Sparse ngay trude ting dau
ra, giup khai thac hiéu qua hon mdi quan
hé tiém 4n giita cac dic trung dong thoi
giam thiéu nhidu. Két qua thuc nghiém
trén hai tap dir li¢u chuin MovieLens 20M
va BookGenome cho thdy mé hinh khong
chi vugt trdi hon so voi cac phuong phap
co s nhu SVD, FMgenome, I-Autorec va
CI-Autorec, ma con dat mire cai thién dén
5,96% vé RMSE va 2,06% & cac chi sb
top-k (Precision/Recall). Diéu nay ching
minh kha nang hoc biéu dién manh mé va
d6 6n dinh cao ctia md hinh khi ap dung
trén dir li€u 16n va thua. Huéng nghién
ctru trong tuong lai s€ tap trung vao cac
khia canh sau: (1) M6 rong mé hinh dé hd
tro thém cac loai dir 1iéu khong co cAu tric
nhu vin ban hodc hinh anh; (2) Téi uu hoa
mé hinh vé& mit hiéu nang tinh toan nham
phu hop hon véi cac ung dung thoi gian

thuc; (3) Khao sat kha nang ap dung mo
hinh cho cac hé thong goi y theo ngit canh
(context-aware recommendation) va goiy
tuan tu (sequential recommendation).
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DESIGN OF A GENERALIZED AUTOREC FRAMEWORK
FOR RECOMMENDER SYSTEMS

Pham Thi Thu Trang’

Abstract: In recent years, neural network-based collaborative filtering has achieved
notable progress in delivering personalized recommendations. CI-AutoRec enables the
incorporation of content-based information to enhance recommendation quality, while
Sparse Autoencoders have proven effective in generalization and reducing computational
costs without compromising accuracy. In this paper, we introduce a novel hybrid framework
that integrates the content-aware capability of CI-AutoRec with the representational power
of Sparse Autoencoders for rating prediction. Experimental results demonstrate that our
approach consistently outperforms state-of-the-art hybrid models in both accuracy and
efficiency, highlighting its potential as a robust solution for next-generation recommender
systems.Bottom of Form
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